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Generalized Self Spread-Spectrum Communications with
Turbo Soft Despreading and Decoding

Stefano Tomasin and Daniele Veronesi

Abstract:  Self-spreading (SSP) is a spread spectrum technique
where the spreading sequence is generated from data bits. Al-
though SSP allows communications with low probability of inter-
ception by unintended receivers, despreading by the intended re-
ceiver is prone to error propagation. In this paper, we propose
both a new transmitter and a new receiver based on SSP with the
aim to a) reduce error propagation and b) increase the conceal-
ment of the transmission. We first describe a new technique for the
generation of SSP spreading sequence, which generalizes SSPs of
existing literature, We include also coding at the transmitter, in
order to further reduce the effects of error propagation at the re-
ceiver. For the receiver, we propose a turbo architecture based on
the exchange of information between a soft despreader and a soft-
input soft-output decoder. We design the despreader in order to
fully exploit the information provided by the decoder. Lastly, we
propose a chip decoder that extracts the information on data bits
contained in the spreading sequence from the received signal. The
performance of the proposed scheme is evaluated and compared
with existing spread-spectrum systems.

Index Terms: Low probability of interception, self spread spec-
trum, turbo despreader.

1. INTRODUCTION

The use of spread spectrum (SS) techniques to increase secu-
rity in wireless communications has been widely considered in
the past for both military and civil applications [1], [2]. Together
with cryptography systems, which ensure data secrecy, SS trans-
mission reduces the probability of interception and enhances the
resilience to both jamming and narrow-band interference.

The basic principle of SS is to modulate the data signal with
a sequence that enlarges the original spectrum. The design of
sequences—and more in general systems-—that ensure a low
probability of interception (LPT) has been a widely studied topic.
Among the proposed techniques, we mention chaotic systems
[3] and random spreading [4), which have found limited appli-
cations because of the difficulty in the implementation of the
receiver. In code spreading, [S], [6] spreading and coding are
substituted by a single low-rate code and a Viterbi decoder is
used at the receiver instead of a traditional despreader. How-
ever, this solution is infeasible for a practical implementation
when the spreading factor and the state of the code are large.

A reduction of complexity has been achieved by generating
the spreading sequence from past transmitted data, as proposed
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in [7] and [8], with a technique that we denote self spread-
spectrum (SSP). Although the dependency of the spreading se-
guence on the data enhances LPI, it also poses a detection prob-
lem for the intended user. In fact, the despreading sequence must
be computed at the receiver from past detected bits and error
propagation in the despreading process can severely degrade
performance. In order to alleviate error propagation, differen-
tial encoding has been considered in [9], while the integration
of SSP and coding has been investigated in [10], where only
hard decoded bits are used for despreading.

In this paper, we consider a coded SSP transmission and we
propose: a) An SSP transmission scheme that generalizes the
original scheme of [9]; b) a receiver that performs decoding and
despreading in a turbo fashion, and ¢) a technique to exploit the
information on data bits carried by the spreading sequence (chip
decoding).

We consider an SSP transmission scheme where the spreading
sequence is a general binary function of a block of past transmit-
ted bits which constitute the spreading state. The general archi-
tecture provides a complete and flexible description of SSP sys-
tems. Moreover, by decoupling the size of the spreading state
from the spreading factor, a large number of bits can be used
for the generation of the spreading sequence without further en-
larging the spectrum. As a result, for the same given spectrum,
the generalized SSP provides more randomness in the spreading
sequence then the original SSP system, and thus a lower proba-
bility of interception. At the same time, the dependency of the
spreading sequence on the data can be exploited by the intended
receiver to increase the reliability of data detection. Moreover,
in order to improve the transmission reliability data are encoded
with an efror protection code before spreading.

As a receiver for the coded SSP transmission, we propose
a turbo scheme that exchanges soft information between the
despreader and the decoder. In particular, the despreading se-
quence is designed from the log likelihood ratio (IIr) of the past
despread bits with the aim of minimizing the mean square error
(MSE) at the despreader output.

Lastly, with chip decoding the information conveyed by the
spreading sequence about past transmitted bits is retrieved from
the received chips at each detection process. To this end, once
despreading has been performed, the soft information about the
spread symbol is used to obtain new llr’s on the bits that con-
stitute the spreading sequence. This chip decoding allows to in-
crease the reliability of the data estimate.

The paper is organized as follows. The system model of the
coded SSP transmitter and the generation of the spreading se-
guence is described in Section 11. In this section we also pro-
vide a description of the conventional despreading receiver that
will be considered for performance evaluation. Section III de-
scribes the turbo SSP receiver and the details on the exchange
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Fig. 1. SSP transmitter with coding.

of information among blocks. The soft despreader used in the
turbo receiver is described in Section IV, where we also pro-
vide a description of the chip decoder. Numerical results on the
performance of the proposed scheme are provided in Section V.
Conclusions are outlined in Section VI.

II. SYSTEM MODEL

We consider a coded spread spectrum transmitter, according
to the scheme of Fig. 1. A source provides a stream of bits which
will be encoded by a convolutional encoder. In particular, the
encoder processes blocks of K, bits and provides blocks of

Kd:Kb/R+K0 (@))]

bits, where R is the coding rate and K| is due to trellis termina-
tion. Let us indicate with!

d = [d/(O),d/(l), o '?d,(Kd - 1)] 2

the block of encoded bits (d'(k) € {—1,+1}), which is in-
terleaved into the block d before spreading. According to the
scheme of Fig. 1, the interleaving process is indicated as

d = r[d’]. 3

Lastly, spreading follows, which enlarges the spectrum through
the sequence of Ng symbols ¢;(k), I = 0,1,---, Ng — 1, ob-
tained from past transmitted bits and provides the signal at chip
time

a(kNs +1) = ci(k)d(k) 4
k=01, K41
1=0,1,---,Ng—1.

1We use boldface for row vectors, e.g., X, while element  of x is denoted with
.

According to the choice of {¢;(k)}, different SS systems are
obtained. For example, in direct sequence (DS) SS systems
with long spreading sequences, {c;(k)} are delayed versions of
a common sequence of period 2™ — 1, generated by a shift reg-
ister with feedback having M memory blocks. In an SSP sys-
ter, {¢;{(k)} is obtained from data bits that have been previously
transmitted. Details on the generation of the SSP spreading se-
quence are provided in Section IT-A.

As transmission scenario, we consider narrowband communi-
cations, and in particular we focus on AWGN communications.
The received signal is then modeled as follows

r(n) = a(n) +w(n) )

where w(n) is the additive white Gaussian noise term with zero

mean and variance 0Z,.

A. Spreading Sequence Generation in SSP

The spreading sequence of an SSP system is generated from
the M past transmitted bits, that are stored into the spreading
state vector D (k). Initially, we set

D(@)=p (6)
and fork > 0
| d(k—-1) m =10
Dm(k)_{Dm_l(k—l) m=1,-- M—1

where p is the starting state known at the intended receiver. Ob-
viously, the starting state should not be known to an unintended
receiver, in order to ensure LPL

The vector of the spreading sequence c(k) associated with the
input bit d(k) is a function of the state vector D(k), and of the
time k, i.e.,

c(k) = [co(k); cr(k), - -+, eng—1(K)] = £[D(k), k] (7)
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Note that the mapping function f can be time-varying to improve
LPL

As an example of mapping function, we consider the prod-
uct of elements of the state D(n) and we denote the result-
ing scheme as product SSP (P-SSP). For example, the mapping
function of a P-SSP system with M = 2Ng is

a(k) = filD(k)] = Dy(k) - Dang—i—1(k) (®)
1=0,1,--- Ng —1 9

and from (7), we obtain

AD(k)] = d(k — 1= 1)d(k - 2Ns +1) (10)
for & > 0. Note that the newest bits are multiplied with the
oldest ones. This arrangement will ensure a better protection
against error propagation at the receiver.

In general, the binary mapping function (10) can be extended
for states of length M, with M = INg, where I > 0 is an
integer. By defining the permutation function

if mis even
if mis odd

l+mNg

(m+1)Ng—1-1 ab

Y(m, 1) = {
the I-th element of the mapping function for a general P-SSP
system is

M/Ng—1
AD®E) = [ Dympk), 1=0,1,--,Ns—1. (12)
m=0

For M = Ng, the spreading sequence coincides with the state
and

alk) = Di(k) = d(k — 1 1) (13)

is the particular SSP sequence of [9].

In order to despread the SSP signal at the receiver, we con-
sider two solutions. In Section II-B, we present a despreading
receiver where past detected data generate the despreading se-
quence. With this solution, the coding is not exploited in the
despreading process. Moreover, the generation of the despread-
ing sequence from hard detection of the despread symbol en-
hances error propagation. In Section III, instead we propose a
receiver that implements soft despreading and exploits coding in
the despreading process through a turbo structure that exchanges
information between decoding and despreading. Moreover, we
include in the receiver a chip decoder that provides additional
information on the bits used for spreading.

B. Despreading SSP Receiver

The receiver for a conventional SS signal includes a de-
spreader followed by a detector. A similar scheme can be used
also for SSP systems, with the difference that the despreading
sequence is generated from past detected data. The despreading
SSP receiver for (13) introduced in [9] is here extended for a
general SSP transmission.

The terminal stores a state vector that is initialized with the
Starting state known to the intended user, i.e.,

D) =p (14)

and it is updated with the detected bits.
For each block of Ng samples after the matched filter

r(]c) = [T(st),T(k‘NS +1), -, 7(kNs + Ng — 1)] (15)

the receiver performs the following operations.

1. Using the mapping function f(-), the despreading sequence
is generated as .

&(k) = £[D(k), K] (16)

The generation of the spreading sequence from past detected
bits f)(k) is the main novelty when compared to the DS-SS
despreader, where the sequence is fixed for each user.

2. Despreading is performed with the estimated spreading se-
quence &(k) to yield

Ns—1

> a(k)ri(k)

=0

1

(k) =3 (17)

where § = 1115071 |éi(k)|? is a normalization factor. The

despread sample is passed to the de-interleaver and decoder
for further processing.
3. A threshold detector (denoted as Q[]) yields

(18)

4. The state vector D(k+1) is obtained from D (k) by inserting
the newly detected symbol into the shifted state, and remov-
ing the oldest bit Dys_1(k), i.e.,

Dy (k+1) = Di_a(k),
Do(k +1) = d(k).

m=1,2-M-1
(19)

Note that from (16) and (17), errors in past-detected bits
corrupt the generation of the despreading sequence and conse-
quently despreading and detection of the next symbols. In order
to reduce the error propagation, differential spreading has been
proposed in [9], which however yields a performance penalty for
a high signal to noise plus interference ratio (SNIR). Moreover,
both coherent and differential schemes based on despreading do
not exploit either the coding or the dependency on data of the
spreading sequence in order to improve the reliability of esti-
mates.

1. TURBO SSP RECEIVER

The turbo receiver for coded SSP transmissions performs it-
eratively decoding and despreading of the signal and exchanges
soft information on the bits between the two processes. The ba-
sic idea of the turbo SSP receiver is to exploit the error correc-
tion capabilities of the code for the generation of the despreading
sequence.

The scheme of the turbo receiver is shown in Fig. 2. Each
stage of the turbo process is implemented by five blocks. The
first two blocks generate the log likelihood ratios (1lr’s) on the
bits that will be used for decoding: a) A soft despreader reverts
the SSP of the transmitter by using the a-priori information pro-
vided by the previous turbo iteration and b) a signal to proba-
bility (StP) block derives the extrinsic IIr of the transmitted bits.
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Fig. 2. Turbo SSP receiver.

The decoding process is implemented into three stages: i) A
de-interleaver w[-]~! reverses the interleaving operation of the
transmitter and feeds ii) a soft-input soft-output (SISO) decoder;
lastly iii) the soft symbols provided by the decoder are inter-
leaved by the interleaver 7[-] and passed to the soft despreader,
as a-priorl information.

A. Soft Despreading

A distinguishing feature of the turbo receiver with respect to
the despreading receiver is the soft despreader that uses soft in-
formation from the previous iteration/despreding.

The Ng chips of each received block signal r(k) are combined
through the despreading sequence having soft (not binary) val-
ues

a(k) = [a0(k)a al(k)a B aNs—l(k)] (20)
to yield the despread sample
d(k) = a(k)r(k)T. 1)

We provide details for the design of the despreading sequence
a(k) in Section IV where we consider as design criterion the
minimization of the mean square error (MSE) at the despreader
output. We will also consider a more elaborate despreading ar-
chitecture which includes chip decoding, i.e., the retrieval of ad-
ditional information from the spreading chips on the data bits.

B. Signal to Probability Block

Soft despreading provides an estimate of the transmitted sym-
bol d(k) which is used by the StP block to obtain the IIr that will
be used by the convolutional decoder. The lIr provided at time
k by the StP block must not depend on a-priori information on
the symbols. On the other hand, the soft despreader uses the
complete information (both apriori and extrinsic) on the past re-
ceived bits and it provides complete lir through d(k). In order to
remove the a-priori information from the 1lr computed on cZ(k),
we first compute the lir on the despread sample, indicated as
£(k), and then subtract the a-priori llr provided by SISO decoder
at the previous iteration

Pld(k) = +1]

(k) =In{ =t 22

@ = (B = ey

and the extrinsic lir of the despread bit can be written as
0= (k) = o(k) — £9 (k). (23)

At the first iteration no information is available on the data bits
except for the starting state and

ol k=0,1,-- M—1

(a) _
£ (k) = { 0 otherwise (24)

where L is a large real number (ideally L = 00) and py, is the
k-th element of p.

On the other hand, by indicating with p the sample after soft
despreading, the lIr after the despreader is defined as

ok) & ln< Pld(k) = 11d(k) = ) ) | -
Pld(k) = —1|d(k) = p]
By the Bayes rule, we can write
k) = m(ﬂ%@=mamz+u>
PL(k) = pld(k) = —1]
o Pldk) = +1]
o (P[d(k) = —1]) (26)

plext) (k) =In <P[d~(k) =P 27)
0

Pld(k) =

_ For the computation of the extrinsic llr we assume that sample
d(k) can be modeled as the output of the transmission of the
spread symbol on an AWGN channel, i.e., from (21)

d(k) = B(k)d(k) + w(k) (28)

where (k) is the gain of the user signal after soft despreading
and w(k) is the noise term. From (21), we obtain the useful
signal signal gain as

Ak) = a(k)e (k)" (29)
and the noise term after soft despreading turns out to be
Ns—1
wk) = Y a(k)w(kNs +1) (30)
=0

which can be described as a Gaussian random variable having
zero mean and variance

Ng—1

op=0p > (k). G1)
=0
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From the AWGN model, the probability of having received p,
given that the symbol £ has been transmitted is easily computed
as

_le=B(k)e)?

< 1
294 32)

Pld(k) = pld(k) = €] = Nor i

where for a BPSK transmission £ € {—1,1}.
Lastly, by substituting the probability (32) in (27), we obtain
the extrinsic llr as

g(ezt) (k) _

2p8(k
J;%L) (33)

which is the value provided by the StP block.
C. SISO Decoder

The SISO decoder is based on a symbol-wise maximum a
posteriori probability (MAP) criterion and it is implemented
with the BCJR algorithm [11]. This block generates lir on the
transmitted bits by exploiting the error correction capabilities of
the code.

At each iteration £(%) (k) are updated according to the extrin-
sic probability provided by the soft despreader.

At the last iteration, the llr are used to obtain the best esti-
mate of the transmitted data bits, to be delivered to higher layer
services.

IV. DESPREADING SEQUENCE DESIGN

In the soft despreading procedure described in Section III-A,
the despreading sequence is obtained from previously transmit-
ted bits and the despreader will be affected by the reliability of
past decisions. In order to mitigate the effects of error propaga-
tion, we propose to use as despreading sequence {c;(k)} a set
of soft values instead of the hard detected bits. In particular, the
despreading sequence is designed with the aim of minimizing
the mean square error of the de-spread sample at the detector
input

J(k) = E[|d(k) — d(k)[?] (34)

where E[-] denotes expectation. From the AWGN model (28),
J(k) can be rewritten as

Ng—1

3 au(k)w(kNs +1)|2

=0

J(k) = E [ld(k) (B(k) ~ 1) +

(35)

The MSE is related to the reliability of the estimates of the
bits which are used in the spreading sequence. This reliability is
reflected in the average and the variance of the chip ¢;(k) evalu-
ated with respect to the a-priori information on the bits used for
the generation of the chip. We indicate with ¢;(k) the average
of the chip ¢;(k), and we define the correlation matrix of the
spreading sequence

Re(k) = Ele(k)"e(k)"] (36)
Eflcy (k)I°] ifp=gq
Re(k)],.q {E[cp(k)]E[cq(k)] elsewhere @7

where * denotes the complex conjugate and the expectation is
taken with respect to the a-priori probability of the bits that
generate the spreading sequence, as from receiver’s knowledge.
Lastly, let us indicate the power of the data symbols as

Mg = E[Jd(k)[]. (38)
Under the assumption that the transmitted symbols and noise
samples are uncorrelated, the MSE can be rewritten as

2

M, [a(k)* <Rc(k) + %)a(k)T +

J(k) =

—2Refe(k)a(k)T] + 1] . (39)

As despreading sequence, we select the set (k) that mini-
mizes the MSE, given a certain knowledge of the average and
correlation of chips. Thus, by setting to zero the gradient of
J(k) with respect to a(k), we get

0.2

a(k) = (Rc(lc) + —w)_la(k)*T.

i, (40)

Once the average values of the chip is available, we can also
derive the gain of the useful signal (k) in the AWGN model.
In particular, we consider the following estimate

B(k) = a(k)e(k)".

In the following sections, we propose two techniques for the
computation of the average spreading sequence, €(k). In the
first case, the average is computed from the a-priori information
provided by the decoder and past despreading. As a refinement
of this technique, we propose also to exploit the information
contained in the spreading sequence.

(41)

A. Statistics Derivation

For the computation of the average of the chips to be used in
the despreader, we propose to use the available IIr on the bits
that contribute to the spreading sequence. The llr comes from
the despreading process of previous chips, as well as from the
decoding of previous turbo iterations. In particular, an estimate
of the bit d(k) is obtained (see [13]) as

20 (k) + é(”t)(k))

5 “2)

d(k) = E[d(k)] = tanh (
The average and power of the chip sequence E[c;(k)] and
E[|ci(k)|?] are derived from (7) by writing the binary function
f[D(k),k] as a composition of sums and products of the esti-
mates of the state bits. The AND operations in f[D(k),k] are
substituted with products of soft estimates, while OR operations
are substituted with averages.
In particular, for P-SSP, from (12), we have

M/Ng—1
ak) = Elak)]= [[ dk-1-1-mNs)@3)
m=0
M, = E[gE)}=1 (44)
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B. Improved Statistics with Chip Decoding

The SSP signal carries information on data both in the spread
symbol and in the spreading sequence. Indeed, the SSP process
can be seen as a coding procedure that generates a coded and
spread signal from the data. The optimum maximum likelihood
(ML) decoder for SSP can be implemented with a Viterbi algo-
rithm where the trellis is built on the spreading state. However,
the computational complexity of the resulting scheme grows ex-
ponentially with the size of the state M, [12]. Considering that
a better performance is achieved with longer states, a practical
implementation of the ML decoder is infeasible. We resort in-
stead to a suboptimal approach that generates an estimate of the
spreading bits from the received chips and iterates between de-
spreading and chip estimate.

The chip decoding is based on the observation that, once
the received signal has been despread, an estimate of the data-
dependent spreading sequence is obtained from the received
block of Ng chips with the knowledge of the despread symbol.

Hence, the soft despreader with chip decoding comprises two
steps: a) Despreading on blocks of Ng input samples, as de-
scribed in the previous section; b) computation of a new lir of
the state bits using the information on the despread symbol.

The new lir values computed in the step b) are used to fur-
ther refine the data estimation. In general, by indicating with
£(e9) (k, p) the new 1Ir computed on symbol k at time pNsT with
p > k, the apriori information on symbol d(k) becomes

—k

)+ ZE(“D (k,q).

q=1

0@ (k) = 6@ (k (45)

Using this new value in (42), we obtain a more reliable estimated
of d(k).

In order to provide a better insight into the chip decoder, we
consider the P-SSP system.

In the general case of M > Ng, the lIr of each state bit per-
taining to the chip ¢;(k) is obtained by using both the llr of the
spread bit and the IIr of the other bits that contribute to ¢;(k).
First, a MSE estimate of the state bit D, (k) is derived as

DD (k) = 1 moa ngy (K (k) (46)
and from (12), we obtain
3 M-1
DKy = ) TT Dm(k)
Al
+w(l 4+ kNg) (k)
= B(k)Dy(k) +@'(l + kNs) (47)

where 1, (k) is the coefficient that minimizes the MSE of the
chip estimate. By assuming that the other bits of the state have
a statistical distribution provided by the available llrs, the mini-
mization of the MSE

cd
B{|D{* (k) ~ Di(k)P’

Ji(k) = (48)

provides
M-—1 o2 -1 M=1
wi(k) = (Md 11 ElDx(®)1] + M—j) d(k)” || Dm(k)"
= =
(49)
From (47) the variance of the noise w’ is
ol = Bl (k)] = [a(k) P, (50)
while the gain factor 5/ (k) is approximated as
M-1
Bi(k) H m( (51)
where o
Dy(k) = E[Dq(k)) (52)

is computed from a-priori information as d(k). Similarly to (33),
the 1ir of D (k) can be written as

— £ M—l_
2d(kypu(k) D (k) [ Dnh)
m=0
g(cd)(k ~1-ULk)= Wz(k)lQUQm l
(=01, M—1 Y

In the special case M = Ng, the MSE coefficient is the same
for all chips

2\ —-1_
Yik) = (Mg + 22) d(k)* (54)
Mg
while the new llr turns out to be
2d(k) DY (k)
0Dk —1-1,k) = ——=——=
( )= TamE

1=0,1,-- M—1. (55)

V. NUMERICAL RESULTS

The performance of the proposed turbo receiver has been
evaluated for an AWGN transmission. The function f[D(k),k]
has been chosen according to the P-SSP scheme with Ng = 16.
The data bits are grouped into frames of 510 bits, each of which
is encoded with the recursive systematic convolutional code hav-
ing rate 1/2 and generating polynomials [133g, 171g]. Before
spreading, the encoded bits are interleaved by an S-random in-
terleaver {14] with S = round(.5%+/.5 * N), where N = 1024.
Performance is evaluated in terms of both bit error rate (BER)
and frame error rate (FER). For comparison purposes, we eval-
uate also the performance of a conventional direct sequence
spread-spectrum (DS-SS) system, where a fixed spreading se-
quence is used. The turbo SSP receiver is denoted as TSSP and
when chip decoding is used, the scheme is denoted TSSP-CD.

Fig. 3 shows the FER for TSSP and TSSP-CD systems as a
function of the average FE}, /Ny for various iterations. In this case
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Fig. 3. Average FER for TSSP (solid lines) and TSSP-CD (dashed lines)
for iterations from 1 t0 5. M = Ng = 16. The dashed line with A
shows the FER of DS-SS system.

4 6
E/N, [dB]

Fig. 4. Average BER for various spread spectrum systems. Solid lines:
TSSP, dashed lines: TSSP-CD.

M = Ng. From the figure, we observe that TSSP is able to re-
duce only partially the error propagation phenomenon, while the
integration of the chip decoding provides a significant improve-
ment of performance. We also note that the iterative process is
more beneficial for TSSP, where the initial estimate is less accu-
rate than for TSSP-CD.

Fig. 5 shows the FER for TSSP and TSSP-CD where M =
2Ng. In this case, a longer state worsen the performance with
respect to the case M = Ng, while ensuring higher concealment
capabilities. Moreover, we observe that the CD scheme is able
to benefit from the additional data-dependency of the spreading
sequence thus providing better performance.

Fig. 4 shows the BER of the systems for the two choices of
M. Also in this case we obtain similar conclusions to those of
the FER performance. In particular, TSS-CD provides a signif-
icant advantage for the M = 2Ng scheme with respect to the
case with no CD and no turbo receiver.

--TSSP-CD ‘ ;
A DS-SS : N {
10 '

0 2

4 6
E/N, [dB]

Fig. 5. Average FER for TSSP (solid lines) and TSSP-CD (dashed lines)
for iterations from 1 to 5. M = 2Ng = 32. The dashed line with A
shows the FER of DS-SS system.

VI. CONCLUSION

In this paper, we proposed a transmit and receive technique
based on the self spread-spectrum communications. The gen-
eral framework of SSP transmission allows to design a variety of
spreading functions that may achieve different concealment and
coding capabilities. For the receiver, we proposed a turbo archi-
tecture that exchanges information between the soft despreader
and the SISO decoder. Moreover, the use of chip decoding im-
proves the data estimate by exploiting the information on data
contained in the spreading sequence. Performance evaluations
show that the turbo receiver, together with the chip decoder, is
effective in decoding the data.
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