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The development of mobile applications is fast in recent years. However, nearly all applications are for messag-
ing, financial, locating services based on simple interactions with mobile users because of the limited screen size,
narrow network bandwidth, and low computing power. Processing an algorithm for supporting a group decision proc-
ess on mobile devices becomes impossible. In this paper, we introduce the mobile-oriented simple interactive procedure
for support a group decision making process. The interactive procedure is developed for multiple objective linear pro-
gramming problems to help the group select a compromising solution in the mobile Internet environment. Our proce-
dure lessens the burden of group decision makers, which is one of necessary conditions of the mobile environment,
Only the partial weak order preferences of variables and objectives from group decision makers are enough for search-
ing the best compromising solution. The methodology is designed to avoid any assumption about the shape or ex-
istence of the decision makers' utility function. For the purpose of the experimental study of the procedure, we devel-
oped a group decision support system in the mobile Intenet environment, MOBIGSS and applied to an allocation
problem of investor assets.
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1. Background and Motivation groupware platform that can be tailored to the specif-

ic groups using it. At present, most of mobile applica-

Access to the Internet through mobile phones
and other handheld devices is growing significantly
in recent years. In this age of information, many in-
formation-centric applications have been developed
for the handheld or mobile devices (Yang & Wang,
2003). UbiCollab (Divitini et al., 2004) is one of ap-

plications for collaboration services, which is a

tions are customer-centered applications. However,
the mobile computing should not be limited to user-
centered applications only. It should be extended to
decision supporting applications in a mobile com-
merce organization, With a fast paced economy, or-
ganization is important to make decisions as fast as

possible with the help of valuable experts. As a result,
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there is an urgent need of a tool for supporting deci-
sion making processes using interactively mobile
devices. The convenience of mobile devices allows a
set of interactions without geometric limitation; how-
ever, there are other limitations of mobile devices that
restrict their capability.

Although the development of mobile devices

is fast in recent years, there are many shortcomings

associated with these devices, such as screen size,
bandwidth, and memory capacity. The typical display
size of popular wireless application protocol (WAP)-
enabled mobile phones are relatively small in com-
parison with a standard personal computer. The mem-
ory capacity of a mobile phone greatly limits the
amount of information that can be stored (Yang &
Wang, 2003). A heavy algorithm cannot be entirely
performed in the mobile phone to present the solved
results to user directly. The current bandwidth avail-
able for WAP is relatively narrow. For small display
size, limited capacity and narrow bandwidth, it is nec-
essary to support decision making processes based on
any simpler algorithm than traditional problem solv-
ing approaches.

With the rapid growth in mobile technologies
and the cost effectiveness in deploying wireless net-
works, mobile devices are quickly becoming the
standard platform for accessing time-sensitive data.
Mobile computers will become the preferred front-
end devices for hosting sophisticated business
applications. Time-sensitive data is crucial for facili-
tating informed decision making. Without an effec-
tive decision support system, decision makers (DMs)
will not be able to exploit opportunities as they ap-
pear anywhere and anytime (Sharaf & Chrysanthis,
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2002). Decision makers need to count on up-to-date
opinions of experts being instantly available to their
hand-held and wireless computers. Such opinion are
delivered to and aggregated in WAP server. For ex-
ample, a server may be responsible for gathering ex-
pert opinion of stock market and other financial
information. The combined use of these technologies
enables people to access their personal information,
as well as expert support, anytime and anywhere
(Sharaf & Chrysanthis, 2002; Varshney & Vetter,
2002).

Nowadays, many important decisions in or-
ganizations are made by groups. Managers are in-
creasingly faced with the task of making complex de-
cisions in rapidly changing organizational environ-
ments, and spend much of their time in decision re-
lated meetings. Managers balancing tradeoffs be-
tween objectives are even more important in groups
than for individuals, because conflicting objectives
and opposing viewpoints are inevitably going to
exist. In group decision making situations, multiple
individual interpretations of the best solution must be
aggregated into the best single group interpretations.
Because each DM evaluates alternative solutions
based on each own structure of preferences, the in-
dividual judgments of tl\xe best solution may not co-
incide (Lewis, Butler, 1993; Davey & Olson, 1998).
Although several researchers have designed methods
to aid decision making processes among groups, their
researches have focused only on comparative study of
the proposed methods without consideration for sys-
tem implementation. Two key forces are currently
having a profound impact on managerial decision

making processes; (1) a move toward more teanr
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based organizations which necessitates an increased
use of group decision making methods, and (2) ad-
vancements in mobile communication and computing
which increases the geographical and temporal dis-
persion of organizational members. A net result of
these two key forces is an increased reliance on tech-
nology-assisted group decision support methods to
facilitate rapid decision in organizations in setting
where work force is geographically, or temporally
dispersed (Slevin et al., 1998).

It is very difficult to perform the interactive
group decision processes on the mobile phones be-
cause of heavy computation efforts and complex in-
terfaces of traditional multiple objective methods for
supporting the above group decision. There are lots of
mobile applications that are to support such simple
transactions as banking, brokerage and location
tracking. But there are few interactive applications
for finding solutions through the interactions with
mobile users (Varshney & Vetter, 2002). This paper
suggests a mobileoriented group decision making
procedure that is modified from Dror-Gass algorithm
using the weak order structures of group members’
preferences (Dror & Gass, 1987; Dror et al., 1988).
The overall procedure of our suggested methodology
is as follows: First, each DM uses weak order in-
formation to represent DM’s preference about ob-
jectives and decision variables. The weak ordertyped
preferences are aggregated into group’s one. We at-
terapt to exploit this weak order information in the
search for the best solution of compromising group
members’ solutions. Second, the group members
must rank the order of objectives to be improved at

next stage. Then our procedure determines a group’s

rank order of objectives and finds out their preferred
solution. Finally, the iteration is continued until pre-
defined stopping conditions are satisfied. The system
based on the methodology is implemented in mobile
environment and explained step by step with an illus-
trative example.

The organization of this paper is as follows:
Next section briefly reviews the literature related to
the multiple objective researches. Section 3 outlines
the overall procedure and suggests an aggregation
process for mobile-oriented group decision making,
Section 4 explains the system characteristics and ar-
chitecture and suggests a group decision making pro-
cedure of MOBIGSS. An illustrative case example is
explained at section 4. Finally, section 5 concludes

this paper with suggestions for future research.

2. Researches for Multiple Objective
Group Decision Making

The muitiple objective linear programming
(MOLP) model for decision making is expressed in
terms of a set of objective functions and a feasible
region. The solution set to the problem is the set of all
efficient solutions. This solution set is usually very
large and the purpose of existing interactive MOLP
decision support system is to aid the DM in locating
and selecting the most preferred solution from the set
of efficient solutions. A variety of MOLP procedures
have been proposed in their literature. However, up to
date, the development of effective MOLP solution
procedures remains a most challenging research area
{Sun et al., 2000). Surveys of several of these proce-
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dures can be found in the book of Steuer (1986). In
the past few decades, a lot of multiple objective deci-
sion making (MODM) methods, especially inter-
active MOLP methods, have been developed to solve
conflicting preferences among objectives for single
decision maker (Steuer, 1986). With these techni-
ques, the DM sequentially evaluates a limited number
of solutions in order to direct movement through ob-
jective space toward a good solution. The interactive
evaluation process continues until the DM expresses
satisfaction with a solution. These interactive meth-
ods offer significant benefits because the DM pro-
vides only local preference information regarding a
small number of solutions at a time. However, re-
searches related to the use of MODM in group deci-
sion support processes, although considered to have
great potential, fell behind (Davey & Olson, 1998).
Several researchers have designed few methods to aid
decision making among groups.

A study by Rao and Jarvenpaa (1991) high-
lighted a framework of group decision support sys-
tem for addressing multiple DMs in multiple ob-
jective problems. Wendell (1980) developed a theo-
retic approach for the bi-criterion case that allows
progressive articulation of DM preferences. NEGO
(Kersten, 1985) formulates a goal programming mod-
el to find the solution that is closest to the feasible ide-
al one of the group. Korhonen et al. (1986) adapted
the well-known Zionts and Wallenious interactive
single DM MOLP technique (Zionts & Wallenious,
1976) to a multiple DMs situation using the implicit
weights obtained from group’s selection of a given
set of extreme points. The quasisatisfying frame-
work SCDAS (Lewandowski, 1989) supports dis-

128 E2AISHEAIAH ES=2X| H12A H2E 20064 68

crete choice problems through the use of aspiration
level, while Wang and Sen (1989) presented a proce-
dure requiring explicit estimation of the individual
and aggregated utility functions in order to aid group
members in consensus seeking by combining MOLP
with the Delphi technique. Franz et al. (1992) pro-
posed three decisionrmaking procedures based on the
simplified interactive MOLP methodology (Reeves
& Franz, 1985) for facilitating a group of DMs in
reaching a collectively acceptable solution to a
MOLP problem. 1z and Krajewski (1992) proposed
three group decision making procedures, each of
which extends the well-known MOLP method for
single DM to a group decision making situation, by
augmenting with a preference aggregation compo-
nent in order to capture the preferences of multiple
decision makers. Lewis and Butler (1993) also sug-
gested and evaluated the interactive multiple ob-
jective, multiple DMs decision procedures which
combines the simplified interactive MOLP and/or
Tchebycheff MOLP optimization methods (Steuer &
Choo, 1983) with a preference ranking tool (Cook &
Kress, 1985) and a consensus ranking heuristic (Beck
& Lin, 1983).

Dror and Gass (1937; 1988) suggested an in-
teractive scheme that requires only partially ordered
set of the variables and objectives involved, and does
not require that the DM has an ability to directly eval-
uate trade-offs at a given point. The methodology
uses a DM’s expressed weak order preference on de-
cision variables and another on objectives. The weak
order preference structure is the primary mechanism
by which initial solutions are located for evaluating
by the DM. Whatever type of utility function they



MOBIGSS: A Group Decision Support System in the Mobile Internet

have, it is not a concern. The simplicity of their meth-
odology does not require much burden of decision
maker, so we extend the methodology for solving
group decision making problems in mobile client-
server environment. Compared with other interactive
approaches, our methodology relies on only weak or-
dertyped preference information of group DMs. And
the methodology was designed to avoid any assump-
tions about the shape or existence of the DMs' utility
function and Group’s utility function. It is also de-
signed to simplify as much as possible the input pref-
erence requirements of the DM. Our suggested meth-
odology compares intermediate solutions based on
the weak order-typed preference of group DMs. For
the minimal assumptions this methodology makes,
we suggested an aggregation method of individual
DM’s weak order preferences. The aggregation meth-
od is modified from weak ranking method of Cook
and Kress (1990).

3. System Implementation

3.1 System Characteristics

The existing group decision support systems
(GDSS) designed to execute in the mainframe, DOS
or the Windows version share weaknesses in com-
mon from the viewpoint of both the user and the de-
veloper of the system, As far as the user is concerned,
the installation of compilers and the system itself is
needed. Furthermore, they work on only certain com-
puter environments and operation systems. For the
developer, the delivery of the updates of GDSS soft-

ware is laborious. Keeping up separate versions for
different environments also needs extra efforts. Via
the mobile environment, there is only one version of
the software to be updated and any client mobile de-
vice has the capabilities of a sever computer. The mo-
bile server in MOBIGSS developed using the Java
technology can easily support decision making proc-
esses among group members who are working on het-
erogeneous platforms, without recompilation or port-
ing of the programs. In this research, we implement
the distributed computing environments suitable to
group decision making processes using the Java with
several advantages in developing the client-server
systems. By implementing the mobile user interface
using the AnybuilderTM, which is a development
tool for easy construction of mobile Web sites,
MOBIGSS provides a simple and user-friendly deci-
sion environment to decision makers so that DMs
with no specific MODM knowledge can be involved
in a multiple objective group decision making

process.

3.2 Overall System Architecture

MOBIGSS consists of server components and
a client interface each of which executes in the mobile
server and in the mobile phone display respectively.
In the mobile server, it consists of the DM controller
which controls and manages the whole group deci-
sion making processes, the GDM processor to ag-
gregate DMs’ preferences and find the group’s sol-
utions and the IDM processor for supporting in-
dividual decision making, Each of them accesses da-
tabase and uses the model-base that contains LP and
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efficient point search models for finding intermediate
solutions. MOBIGSS uses individual DM’s weak or-
der preferences on decision variables and objective
functions as the input of MOLP model. The DM con-
troller of MOBIGSS collects the preferences that mo-
bile users enter through mobile phones and then acti-
vates either GDM processor or IDM processor. The
GDM processor in the mobile server performs the
role to iteratively find a group’s solution through the
interaction with DM controller and collection of pref-
erence information from group members. The ag-
gregation procedure which combines each DM’s
weak order preferences to the group’s one is sug-

gested in section 3.3. The IDM processor in the mo-
bile server makes each individual DM to iteratively
search an individual solution under control of DM
controller. The search process of individual solutions
is based on the Dror-Gass algorithm. The role of mod-
el-base is to provide mathematical programming al-
gorithms to GDM processor and IDM processor for
finding an efficient solution of MOLP model,
iteratively. In order to solve a MOLP problem, a num-
ber of LP problems have to be solved. The efficient
point search model modified from EckerKouada’s
algorithm is frequently used to determine adjacent ef-

ficient basic solutions during the solution search
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[Fig. 1] Overall Architecture of MOBIGSS
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process. In the viewpoint of mobile clients, the simple
text-based interaction with mobile users is required
for overcoming low memory capacity and the de-
layed feedback from the users is allowed for narrow
bandwidth. The client module sends information
from decision makers to the server and then presents
to each decision maker the results from server. As it
requires few information from decision makers and
displays simple text information to decision makers
in the interaction processes, DMs with no specific
MODM knowledge can easily be involved in the
processes. [Fig. 1] shows the overall system

architecture.

3.3 Group Preference Aggregation Scheme

MOBIGSS uses only weak order information
of decision variables and objectives as the input of
DM’s preferences and integrates DM’s weak order
preferences to get the group’s collective preference.
Our suggested aggregation process is composed of
three phases: Phase [ is to obtain group’s preferences
of decision variables based on individual DM’s
preferences. Phase II is to obtain a group’s composite
preference rank based on group’s preferences of deci-
sion variables. The rank is used to select a group’s
compromising solution among adjacent efficient ex-
treme points. Phase IIT is to get group’s preferences of

objective functions.

Phase I Group’s preferences of decision variables.

Step 1 : At first each DM’s weak order preference
is obtained according to individual

preference ranking scheme (for more

detailed description see in (Dror & Gass,
1987)).

For an illustrative purpose, consid-
er the example of three decision makers
denoted as DM1, DM2, and DM3, and
six decision variables, x;, x;, X3, X4 X5,
xs. Based on a weak preference ranking
scheme, it is assumed that each DM’s
weak order preference is given as follows.
DMI1 : x; < x2 < x4 < X3 < X5, X6.
DM2 : x5 < x2 < x5 < X1, X6 < Xq.

DM3 : x5 < x5 < x4 < x5 < X2 < X3

In DMI’s preference, x5 and xs are in the same

class, so their rank is same.

Step 2 : From the result of each DM’s preference
class, it is obtained a pairwise compar-
ison matrix Ax = (ay), where k=1, ...,
p and p is the number of DMs.

1, if variable x; is preferred to variable x;
a ;=1 0.5, if variable x; and variable x; are indifferent

0, if variable x; is preferred to variable x..

We use Kendall scores method to rank the
variables based on their preference records. The
Kendal scores method amounts simply to de-
termining the row sums of matrix A;, PVi; ,
where i = 1, ..., n, and n is the number of de-
cision variables. PV;; means preference rank of
decision variables of DM k. In the illustrative
example, A; and PV); are as follows. A, and

As are obtained similarly.
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X X3 X3 X4 X5 Xs  PVi
{0 0 ¢ 0 0 ¢ ¢
% |1 0 0 0 0 0 1
A=®|l 1 ¢ 1 0 0 3
% |1 1 0 0 0 0 2
x5 {1 1 i 1 0 0.5 4.5
X% |1 1 1 1 05 0 4.5

Step 3 : Group"s aggregated preference rank of -
th decision variable, GPV; is defined as
the sum of individual DM’s preference

rank, PVy;,

GPYV, =) PV,,.
k

If the importance weights of individual DMs
are different, the weight multiplied -score sum
becomes GPV.. We assume that the weights of
all DMs are equal. If the weights of DMs are
different, GPV; becomes the weighted average of
PVii. In the illustrative example, group’s ag-
gregated preference ranks of decision variables,
GPV,, are as follows; GPV, = 6.5, GPV; = 6.0,
GPV; = 8.0, GPV, = 9.0, GPVs = 15, GPVs =
8.0. -Based on the group’s ranks, group’s prefer-
ence is represented as follows, x» < x; < x5 <
X3, Xs < x4 Please compare this result with
those of individual DMs in step 1.

Phase II : Group’s composite . preference rank of

efficient basic solutions.

Our suggested algorithm finds a group compromising
solution among adjacent efficient extreme points using
the group’s preference rank. Group’s composite
preference rank of jth solution, X/ is defined as

follows;
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To find a next group compromising solution, we

. Gl Iy= PV
should calculate group’s composite RE .«ewwg.;lgmxi

that is, the sum of preference ranks of each adjacent
efficient basic solution. In the illustrative example, let
X' =0, 1, 2, 0, 0, 1)’ to be one of the adjacent
efficient basic solutions of current solution. Then
GR(X") = GPVy + GPV; + GPVs =6 + § + 8§ = 22.
Among adjacent efficient basic solutions, the solution
with the highest group’s composite preference rank is

selected as a new candidate solution.

Phase III : Group’s preferences of objective functions
to improve most.

This preference measure is used in order to
determine which objectives to improve further in our
proposed algorithm.

Step 1 : Each DM represents one or more objectives
with which DM is dissatisfied using weak
ordertyped information. For an illustrative
example, it is assumed that there are six
objectives and DM1 is most dissatisfied
with the value of f> and next that of f;.
DM2 and DM3 represent also the following
weak order information,

DML: f; < f2
DM2: f; < f3 < fi
DM3: f;

The preference of unidentified objectives is lower
than that of identified ones, and the preferences
among unidentified ones are assumed to be equal.
Therefore, each DM’s preference of objectives is

represented as follows:

DML: f, fo, f5, fs < fi < fa.
DM2: £, f5. fs = f2 = f3 < fi.
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DM3: fl, ﬁ» ﬁ’ ﬁs ﬁ *ﬁ'

Step 2 : From the result of each DM’s preference class,
it is obtained a pairwise comparison matrix
B: = (by), where k = 1, ..., p and p is the
number of DMs.

1, if objective f; is preferred to objective f;

b=

i 0.5,if objective f; and objective f; are indifferent

0, if objective f; is preferred to objective f.

PO;; means preference rank of objective fi of
DM k. In the illustrative example, B, and POy; are
obtained as follows. B, and B; may be obtained

similarly.

L Fe s fs POy
1 1 1 1 4

1 1 1 1 5

0 05 05 05 15
05 0 05 05 LS5
05 05 0 05 15
05 05 05 0 15

=

|

=
OO O — O
OO O

Step 3 : Group’s aggregated preference rank of objective
function, GPO; is defined as the sum of
individual DM’s preference rank, POy,
GPO, =Y PO,,.

k

In the illustrative example, group’s aggregated
preference rank of objective functions, GPO; , is as
follows; GPO; = 11, GPO; = 13, GPO; = 7.5, GPO,
= 4.5, GPOs = 4.5, GPOs = 4.5. Based on group’s
rank, group’s preference may be represented as
follows: f, f5, fs < f3 < fi < fo. Please compare this
result with those of individual DM’s in step 1.

3.4 The procedure of MOBIGSS

Our procedure is suggested for group decision
making processes in mobile computing environment.
So each step of the procedure is processed at two
areas, client system and server system. Client systems
give intermediate results to each DM, receive DM’s
response, and transfer each DM’s response into server
system. Most part of our suggested procedure is
processed at server system area.

Step 0: Specify the problem, and define group
decision making environment.
This stage is performed by the coordinator
of group decision making processes. One
of group DMs or the analyst may be the
coordinator. The coordinator can enter a
new problem specification or load an
existing one. The process of entering or
updating a problem is interactive, and
driven at server system. Considering the
problem type and group members, a
stopping rule is defined. Two type of
stopping rules are used in this procedure.
One is a predefined voting rule. A half
agreed ratio is an example of the rule.
The other rule is a maximum number of
iterations. The coordinator of group
decision making initializes the procedure
by selecting the maximum number of
iterations, ¢, or the voting rule.

Step 1: Find “ideal” solutions.
After a problem is loaded, the server

system checks if there are any feasible
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Step 2

Step 3:

134

solutions. If the solution doesn’t exist,
the coordinator updates (changes) the
problem. If a feasible solution exists, the
system computes the “ideal solutions”,
i.e. it solves the k single objective linear
programming problems and obtains & ideal
solutions X' (i = 1, ... ,k) and their
associated images, the k ideal criterion
vectors f(X) (i = 1, ... ,k). And then the

server presents the problem and ideal

solutions to each DM.

:Input preferences of decision variables

and objective functions.

Each DM .participating in the group
decision making process is asked to
specify the preference of the variables
and the objective functions by the weak
order form. The weak order form specifies
the variables (objectives) with groups
according to DMs f)references. Each DM
is asked to specify groups of variables
and later group of objectives. The first
group of variables is considered to be
preferred to the second group and so on.
The preferences from group DMs are sent
to the server system.

Calculate group’s preference of decision
variables.

After having collecting the preference of
decision variables and objectives from all
DMs, group’s aggregated preference rank
of decision variables, GPV; (i = 1, ..., n)

are calculated according to the scheme
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Step 4:

Step 5:

Step 6:

Step 7:

outlined in phase I of section 2.

Obtain initial candidate solution.

Set h = 0, where h is an iteration
counter. The initial candidate solution,
W® is selected according to the
procedure outlined in phase II of section
2. Given the ideal solutions X', X7,
. X5 group’s composite preference
rank is calculated and X with max ;
GR(X) is set to be X*. Then it generates
an initial candidate solution W, which
is efficient, basic and has the highest
group’s preference rank among all the
basic efficient solutions reached from
X* by the ‘Edge’ algorithm of Ecker
Kouada (1978).

Present the solution to DMs.

Present W™ to each DM with the values
of the objective function, f(W"). The
current values of objective functions are
shown to DM with “ideal” and the level
of attainment a®, where aj(h) = [t}(W”'))-
min §(W*)}/[max f(W")ymin fW")]
eprofit objectives) and a®” = [t}(W(h Y-
max §W"))[min §W"ymax W) G
ecost objectives). It can be used as a
normalized objective value for each
objective.

Confirm if the solution is satisfactory.
Each DM is asked if the candidate sol-
ution W” is satisfactory or not. The re-
sponse of each DM is transferred and ag-
gregated at server system.

Stopping rule is satisfied?
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Step 8:

Step 9:

Stepl0:

Summarize satisfactory DMs’ responses,
and calculate the agreed ratio. Check
whether the ratio satisfies the pre-defined
voting rule or not. If it is, go to Step 13;
otherwise, compare the parameter 4 with
t. If h <t, go to step 8; otherwise, choose
the solution with the highest GR among
all the searched candidate solutions and
set it to be W, and then go to Step 13.
Specify objective(s) to improve, and change
their preferences.

Any DM who is not satisfied at the ob-
jective values of current solution, has to
indicate the objective function(s) below
his/her satisfaction level. DM has an option
to specify more than one unsatisfactory
objective function. The DM satisfied at
current solution needs not specify ob-
jective(s) to improve. Each DM has the
option of changing the weak order of var-
iables and/or objectives at this step.
Find a new candidate solution.
According to phase III, server system
recalculates GPV; (i = 1, ..., n) and GPO;
(i =1, ..., n) considering DM’s changed
preference information. And it is checked
whether there is a new solution adjacent
to the W", which improves the functions
indicated by group DMs.

There is a new solution?

As a result of step 9, there are four
possible cases:

(a) There is a case where the server can

not determine which objective to
improve. In this case, the server
system notifies the DMs and gives
them opportunity to enter a new
selection while indicating their previous
choice. If such a process gives a
same result, choose the solution with
the highest GR among all the basic
efficient solutions adjacent to the
current solution, and then set 2 = h
+ 1 and set the solution to be W®.
Go to step 13.

(b) There is no adjacent solution that
improves the objectives indicated by
group DMs. Go to step 13.

(c) There is more than one new solution
improving the objectives indicated
by DMs. Set A = h + 1. Choose the
solution with the highest GR, and set
the solution to be W”. Go to Step 5.

All improvements in the direction

indicated by DM have already been

reviewed, so none of them are new.

Set h = h + 1, and go to Step I1.

Step 11: Cycle occurred?

This step is executed in case of cycle
where there exists a cyclic sequence of
efficient basic solutions that presented
to DMs in Step S. The procedure
examines whether the cyclic sequence
belongs to one or more efficient faces
of our problem (Ecker & Kouada, 1978).
(a) In the case where the cyclic sequence

belongs to more than one efficient

face, the procedure halts. At this

SEX|SHEAIAM SIS =2X] H12d 25 2006¢ 68 135



Yoon Ho Cho - Sang Hyun Choi - Jae Kyeong Kim

point, more information about the
problem is required in order to solve
it. Go to step 0.
(b) In the case where the cyclic sequence
belongs to one efficient face, go to
step 12.
Step 12: Calculate a compromise solution.
The compromise solution is obtained as
a weighted linear sum of the solutions in
the cycle. The weights are normalized
and directly proportional to the group’s
composite preference rank, GR of
solutions in the cycle. Let p and X* be
the number of solutions and the kth
candidate solution in the cycle sequence,
respectively. The coinpromise solution
is denoted by W°, where
D  GRX!)xx;
> GR(X*)
Set W to be W”. This new compromise
solution is presented to each DM, and go
to Step 13.
Step 13: STOP.
Terminate the solution search process
with (W” |, fW™) as the final group
solution.

We=[wl o e W , J=L.,n

4. Case Study

For illustration, we present an experimental
example, modified from Schniederjans et al (1993). It
deals with a case of investor who has a wealth of
$183,000 which he wants to allocate among seven as-

sets: home equity (x;), life insurance (x;), IRAs (x3),
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business equity (x,), mutual funds-bonds (x;), mutual
funds-stocks (xs), and savings (x7). Each of the seven
possible assets in which the investor can allocate
wealth is assigned to a decision variable in the MOLP
model that defines the number of dollars of total
wealth that should be allocated in the optimal
portfolio. The investor in this problem also has four
objectives of maximizing return on investments,
maximizing investments in retirement-oriented alter-
natives, minimizing taxes and maximizing liquidity.
He/She wants to get supports from financial advisors
(FAs). Three FAs are included in this group decision
making process and represent three different inter-
ests/objectives: returns (f}, f3), long-term life plan (f>)
and financial liquidity objective (f;). The DMs par-
ticipated in the group decision making consist of an
investor and three FAs. The FAs provide weak order
preferences about seven assets and four objectives
and the investor selects a solution based on the FAs’
preference-based supports. They are difficult to come
together to discuss this problem. The investor decides
to ask their preferences about his/her objectives and
variables to be promptly allocated using the mobile
system, MOBIGSS. In the first stage, the investor for-
mulates the seven variables, the five objective func-
tions and the constraints. The variable, x; is the num-
ber of dollars to be allocated in each of the jth invest-

ment alternative, wherej = 1, 2, ..., 7. The objectives

and constraints are followings.
(a) Objectives
fi (Return on investment) = maximize
12.5x,+5.85%,+8.25x3+19.2x,+11.1x5+18x6
+5x7

/> (Retirement investment) = maximize x;
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+ X3+ Xy
f3 (Tax burden) = minimize x; + X2 + X3
f+ (Investment liquidity) =
70x; + 70x; + 10x3 + 70x4 + 98xs +
97x¢ + 97x;

(b) Constraints
X + X2+ x3+ x4+ X5+ Xe+ X7 =
183,000 (total wealth and income)

maximize

X2 24,000 (lower bound on life insurance)
8,000 <x3; <12,000 (bounds on IRAs)

X4 < 100,000 (upper bound on business
equity)

137,250 <1.5x; — 0.5x2 + 0.2x3 + 2x4 +
1.9x5 + 2x6 — 0.3x7 <228,750

(lower and upper boundaries beta exposure
for risk factor 1)

x1 + 0.8x; + 03x3 + 2.7x4 + 0.5xs +
2xs + 0.4x; <228,750

(upper boundary beta exposure for risk
factor 2)

0 <-0.5x) + 0.2x; + 0.5x3 — 0.5x4 — X5
+ x7 <45,750

(lower and upper boundaries beta ex-
posure for risk factor 3)

0 <03x; + 05x3 + 03x4 — 0.5x5 —
1.2x7 + x7 <45,750

(lower and upper boundaries beta exposure
for risk factor 4)

X2 + x3 + x3 237,500 (minimum retirement
investment)

X1 + X2 + x3 266,500 (minimum invest-
ment in tax deferred alternatives)

X7 266,500 (minimum investment in sav-

ing alternative)

At step 1, the mobile server finds ideal
solutions of each objective, X, X, X8, X. At
step 2 all FAs are asked to specify the prefer-
ences of the variables and the objective functions
using their each own mobile phone as shown
in [Fig. 2] First step of the mobile group decision
support is to explain decision problem to the FAs
who decide to participate in the group decision
process as shown in (a) of [Fig. 2] They can call
the person who is take charge of the problem
by pressing a call button. Each FA understands
the problem and participates in the group deci-

sion process showing the screen (b) of [Fig. 2].

An investor wants to
,allocate among seven |

ﬂ
X
)
N
3
-8
£
Z
]
@
~
=
o
5
-3

] Input

(a) Problem explanation

Pl E=XCR

Select variables or
ObJ ectives that you

Confirm |

{b) Preference input start
[Fig. 2] Problem explanation and input start screens
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They enter the preference of variables and Finally, the weak orders on asset alter-
objectives by selecting the most preferred var- natives and objectives that each FA sends to
iables/objectives, the next most preferred ones, and the mobile server system are summarized at
so on. The screen (a) of [Fig. 3] shows a sample <Table 1>.
of entering the most preferred variables. They can

select more than one variable as the most pre- <Table 1> Weak order preference
ferred variables because we allow them to enter FA 1 FA 2 FA 3
weak orders between variables. First FA’s final ) X X3 X154 x| XL x5 X | X4 x X
weak orders of variables are shown in (&) of [Fig. | O | xs < x5 |%s < xp 1y 51| %< 151

3] and he/she can change the order by selecting Objectives| f, i < o< fi| o s i< o il fr < fir < e
the weak order number. The preference information

of objectives is entered in the same way. X1 X X5 xe x5 x5 x1 PV,

x |01 1 0 050 1 35
N \‘ﬂ /0 0 050 0 0 05 1
N\l A= 50 050 0 0 0 05 1
- ‘B‘ {1 1 1 0 1 051 55
ge\lfgﬁb Tg:t >pr;3fe?r‘re x 051 1 0 0 0 1 35
N0 home eaity {1 1 1 051 0 1 55
SR 0 05050 0 0 0 1
i [] business equ»ty
N ] MF-stocks
g_ all the same : . X X2 X3 x4 X5 Xxs X7 PVy
| B x[0 0 0 0 05 0 0 05
h Next A X2 l 0 05 1 1 1 05 5
2 =
I 05 0 1 1 1 05
(a) Preference input *
P x[1 0 0 0 1 05 0 25
~ /\‘“’rj x%(05 0 0 0 0 0 0 05
g {1 0 0051 0 0 25
Vol =] x| 1 05 05 1 1 1 0 5
i Your preferences of
varl&bles are follow
&y ing. To accept them
?Eegﬁagge the ‘order X1k X3 x4 x5 x5 x7 PVy
""’ssv x |0 05 1 050 0 0 2
é>'!'ggeinsurnncewlﬂii g2 R[0S 0 1050 0 0 2
3 %gﬁs.n’éég'éﬁu.:;ﬂd T 510 0 0 0 0 0 0 O
- %0505 1 0 0 0 0 2
_ —— i1 1 1 1 0 0 05 45
(b) Final weak order and Edit |1 1 1 1 1 0 1 6
[Fig. 3] First FA's preference input and edit screens »| 1 1 1 1050 0 45
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Based on our suggested aggregation method
of Phase I of section 3, we get the pairwise
comparison matrix Ax as follows:

Based on preference ranks of decision
variables of three FAs, GPV;, the group’s aggregated
preference rank of variable i, is as follows:

GPV; = (6, 8, 6, 10, 8.5, 14, 10.5)

The group preference ranks of three
ideal solutions are as follows:

GRX") = GPV/+ GPV, + GPV; +

GPV, + GPVs + GPVs + GPV; = 63

GR(X’) = GPV, + GPV; + GPV, +

GPVs + GPVs + GPV; = 57

GRX®) = GPV+ GPV; + GPV; +

GPVs + GPV; = 44.5

GRX") = GPV+ GPV; + GPVs +

GPV, + GPVs + GPV; = 54.5

The ideal solution with the highest group
preference rank is X', and its group preference
rank is 63. Denote this solution as an initial
candidate solution, W° (566.5, 66623, 12000,
31880, 23101, 32830, 20,000). For this initial
candidate solution, we have the values for the

four objective functions as shown in <Table 2>.

<Table 2> Objective values of 1st phase

Objectives Current Ideal Attainment
HwW9) 2,055,275 2,193,790 033
W) 98,623 98623 100
KW 79,189 66,500 0.69
HWO) 14443242 | 15,100,248 0.65

The solution is presented to all FAs ac-

cording to step 5. Each FA is asked to judge

it, taking a vote whether the current solution is
satisfactory or not. Screen (a) of [Fig. 4] shows
the intermediate solution of variables, objectives
values and level of attainrﬁent to ideal solution
values. After examining the solution the FA
decides whether satisfy with it or not. If the FA
doesn't satisfy with the result, then select ‘Don’t
satisfy’ option and go to preference input screen
as shown in (b) of [Fig. 4]. The FA selects the

objectives to be improved in a later process.

 Paill B3 @
'Wle found & solution

| X=(566.5, 66623, 12000
-, 31880, 23101, 35830, 2
0000 0). Objective val

- Les attalnment) are ,
as followin:

£ —20552?5(0 33)
 §2=98623(1. U

i {3=79189(0.69)
f4=14443 42$0 .65)
Do you satisty?
'O Satisfy
© Don't satsify

Gll VH?G MO OHGIA

1

—

(a) Intermediate solution and interaction

W“ ;.\;\
t Q |
. N/
A =
Sglect obJectlves to
'@ ROI 2055275

= retirement=98623
AE% tax=79169

liquidity=144432,

@gme

W

BIONYMIA NO QAGIA

(b) Objective selection for improvement
[Fig. 4] Intermediate result and interaction screens
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The response of each FA is transferred
and aggregated at the server system. All FAs’
responses are summarized and the agreed ra-
tio is calculated. The FA 2 is satisfied but
FA 1, FA3 and investor are not satisfied at
the current solution, so the agreed ratio is
zero. At step 8, each FA selects the ob-
jectives to be improved as follows:

FAL: fi, 3 (fs < /1)

FA2: f;

FA3: f;

Based on Phase III (group’s preferences
of objective functions to be most improved)
of section 3, the server computes a group’s

aggregated preference rank of objective functions.

GPO; =5
GPO; = 2.5
GPO; = 4
GPO; = 1.8

Now the server finds an adjacent solution,
Xz, as a new candidate solution W' (8716,
65778, 12000, 0, 3467, 77039, 20000), and gets
four objective values for W' as shown in
<Table 3>,

<Table 3> Objective values of 2nd phase

f1, investment liquidity, is also increased, but
that of f, retirement investment, is reduced and
tax burden is increased. When this solution is
presented to FAs and the investor as shown in
a similar screen to (a) in [Fig. 4], FA 2 and FA 3
are satisfied, but FA 1 and investor are not
satisfied. FA 1 and investor want to increase the
value of f; continually. The server finds an
adjacent solution, X, as a new candidate solution
W (20850, 60000, 12000, 0, 0, 74150, 20000).
<Table 4> shows objective values for W-.

<Table 4> Objective values of 3° phase

Objectives Current Ideal Attainment
W) 2145325 | 2,193,790 077
W) 92,000 98,623 072
2% 92,850 66,500 0.36
AWA) 14912,050 | 15,109,248 0.90

Objectives Current Ideal Attainment
HW) 2,117,937 2,193,790 0.63
W) 97,778 98,623 096
HW) 86,494 66,500 052
W) 15,087,128 | 15,109,248 0.99

The solution W' increased significantly
the value of the ROI objective, f;. The value of
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Finally, FA 1 and FA 3 are satisfied with
the solution W, but FA 2 is not satisfied. The
investor would like to accept the solution. The
group decision support process using mobile en-
vironment is finished with the final solution.

Examining the intermediate and final sol-
utions showed the characteristics of our group
decision process. For the variables the values of
mutual fundsstocks (x¢) and savings (x7) were
much higher than the other variables. It is be-
cause all FAs gave higher ranks for those varia-
bles at the initiation step. For the objectives the
value of f;, return on investment is continuously
improved from 0.33 to 0.77 in the viewpoint of
level of attainment. It is because FAl and FA2

selected the objective to be improved at second
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step and FAl did it at third step. Our algorithm
helps a decision group to improve specific ob-
jective functions through iterative steps and the

solution is selected among basic efficient solutions.

5. Conclusion

Mobile application is an interesting and chal-
lenging area of researches and development.
However, there are many shortcomings of the mobile
devices, such as limited screen size, narrow band-
width and low capacity. In order to overcome the
shortcomings, the simple interactive procedure based
on weak preferences of objectives and variables are
proposed in this paper. The interactive procedure sug-
gested for MOLP problems help the group enter easi-
ly their preferences and select a compromising sol-
ution in the mobile environment. Only the partial
weak orders of variables and objectives from the
group members are enough for searching the best
compromising solution. The mobile clientserver ar-
chitecture is presented to reduce the computing load
of the mobile phones. The developed system,
MOBIGSS, uses the simple text interface to avoid the
existing shortcomings of mobile devices. The ex-

perimental example shows the advantages.
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2

MOBIGSS: Euld 1o A
TFGAEAA LA 2]

&3 J4AT - AT

HZSol Eud AN FFHE B SEA2HEC] ALHI o dFE AN2"HEL
2ot AR ded 45T B2E e fAA A, 23 A, 94 AEx 5 A
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