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A Study on the Kernel-Based Management for Mobile Grid
Application

Kim Tae-Kyung - Seo Hee-Seok

In this paper, we introduce the mobile grid architecture using kernel-based managements. Mobile grid paradigm
is used to allow mobile users to access distributed resources in a transparent, secure and effective way. Each mobile
grid user requests job submission, searches for suitable resources to run job, executes the job to the allocated system
resources, and receives the results of the requested job. There are a number of challenging issues when taking mobile
environment into account, such as limited performance of mobile devices and mobility of mobile device. To resolve
these issues, we design and implement the kernel-based management system for mobile grid application to overcome
the limited resources of mobile devices. Also, we show the efficiency of the suggested architecture using the
performance evaluation.
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1. Introduction

Adapting wireless devices to communicate to Grid
networks enables an extensive rich set of capabilities
which devices can utilize as a consumer or even as a

publisher for other peer device utilization. Modern
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computer applications are increasingly concerned with
utilizing distributed resources, like processors and
storage. The Grid is a computing and data management
infrastructure that will provide the electronic basis for
a global society in business, government, research,
science, and entertainment. Grids integrate networking,
communication, computation, and information to pro-
vide a virtual platform for computation and data
management in the same way that the Internet integ-
rates resources to form a virtual platform for infor-
mation. Namely, Grid infrastructure will provide us
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with the ability to dynamically link together resources
as an ensemble to support the execution of large-scale,
resource-intensive, and distributed applications[l]. Grid
network assumes the systems are placed in the desig-
nated space and managed by administrators to provide
stable resources. This assumption is challenged by the
wireless mobile environment.

Mobile computingm is another distinct paradigm of
traditional distributed system, considering mobility,
portability and wireless communications. Mobile users
might be the future users of mobile grid network. The
mobile computing environment is broad and varied in
the technologies and capabilities that are available.
There are many challenges when we consider mobile
devices as one of grid computing resources or inter-
faces. For examples, this is not constant bandwidth as
is typical of wired network; wireless devices are chara-
cterized by intermittent connectivity and faults due to
the increased impact of noise and signal degradation.
Issues such as the duration and frequency of network
connections, as well as mobility, must be addressed.
Moreover, these disconnects may be voluntary or
involuntary, leaving it up to the Grid system software
to behave gracefully even without knowledge of these
frequent network outages™. To solve these limitations
and constraints, we suggest the mobile grid architecture
using kernel-based management. Kernel-based manage-
ment can offer reduced processing power in reduced time.

In this paper, we focus on suggesting the archi-
tecture of mobile grid which can provide the grid
service efficiently. The theme of mobile communi-
cation has been anytime, anywhere access. In section2,
related works are described. Section 3 presents the
architecture of mobile grid and implementation of
mobile grid management system using kernel based
method. In section 4, we show the efficiency of mobile
grid system and kernel based management system.
Section 5 summarizes our work and identifies future
research directions.

2. Related Works

This section introduces the mobile grid systems.
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Research issues like enabling mobile devices to per-
form Grid operations or be a part of the clustered grid
network are being currently explored.

Foster and Tamnitchi ! have identified problematic
similarities between P2P and Grid computing. They
argue that Grid computing has added to the notion of
a persistent, standards-based service infrastructure while
P2P computing has addressed resource sharing in the
face of unreliable networks and consumer devices. The

success of the SETI@home project"

proves that large
P2P systems can effectively be deployed in a high
performance environment by aggregating the unused
cycles of desktop PCs. In a P2P system, users are free
to join and leave the network at any time. Thomas
Phan et al' favored proxy based clustered system
architecture with favorable deployment, interopera-
bility, scalability, adaptivity, and fault-tolerance charac-
teristics as well as an economic model to stimulate
future research in this emerging field. Dan C. M. et al.
" introduced ad hoc grids as hierarchy of mobile
devices with different computing and communication
capabilities. They describe the generic architecture of
an ad hoc grid and outline the communication archi-
tecture. Also, discuss briefly power consumption models
for different types of activities and sketch an agent-
based power management system for ad hoc grids. M.
Fukuda et al.’! proposed a mobile agent based middle-
ware that mainly benefits remote desktop computer
users as a mutual computing resource exchange. The
project combines the enhancement of a mobile agent
platform and the behavioral design of mobile agents to
keep allocating computing resources available to a user
job. J. Hwang et al.”! present middleware architecture
capable of integrating mobile devices with existing grid
platforms to conduct peer-to -peer operations. They
include a list of application scenarios to which their
middleware architecture can be put to maximum use.
D. Bruneo et all'” analyzed the issues related to
mobile users exploiting the potential of Grid com-
puting. They presented mobile agent based architecture,
which can manage the transparency of the access to the
distributed services on one hand, and the user’s mobil-
ity on the other hand. Also, they investigated the



performance offered from different communication para-
digms through Petri net models.

These systems’design principle overlaps with our
proposed architecture in terms of using mobile devices
however the originality of our approach lies in use of
kernel based management technology to manage the
mobile grid system in constrained resource environ-
ments

3. Designs and Implementation of Mobile
Grid Architecture

Mobile users introduce new challenges in the Grid
areas. Mobile terminals have different nature, ranging
from powerful laptops to mobile phones with different
capabilities in terms of maximum transmission power,
energy availability, mobility patterns, and QoS require-
ments. This means that the Grid can rely on some
terminals for full job generation and/or result presen-
tation. But other ones can hardly perform any task
without draining their batteries. And there is a variety

Table 1. A four-level model of grid network system

Products | mobility Characteristics
Level Desktop Not High §peed network access
) computer support Sufficient secondary storage
Server PPOT | S fficient electronic power
Level | Laptop Somewhat secondary storage
2 |computer Support Long life battery
Level Little or no secondary storage
A :
3 | PDA | Support|ypidie life battery
Level | Mobile S Little or no secondary storage
4 phone PPOT | short life battery

Figure 1. Mobile Grid Architecture
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of user interfaces. PDAs can execute programs, but
mobile phones are limited to specific application clie-
nts. Mobile devices can be separated into 4 types U
according to the I/O bandwidth, battery power, CPU
cycles and memory.

We designed the mobile grid architecture consi-
dering all kinds of mobile devices. Level-1 systems use
common grid architecture and services. This level
systems use GT-3 (Globus Toolkit 3) middleware to
run the grid applications. Level-2 systems do not install
the GT-3 middleware and should manage the security
and reliability problems of mobility. Level-1 and
Level-2 systems can implement complex behavior and
computation intensive tasks. Level-3 systems are suffe-
ring from the insufficient power and storage. So they
can’t have enough power to run computation intensive
tasks. Level-4 type devices can deploy only simple
reactive agents. While these agents do not have the
power to implement formal model of communication,
they can still communicate using very simple messages
and relying on the emerging properties of the system to
achieve a higher level goal.m Level-1 and Level-2

> M requires substantial

systems do not install “Globus
memory and storage requirements, which eliminates

possibilities for wireless devices to run a Globus APL

3.1 Design of Mobile Grid System

As shown in Figure 1, we design to use grid service
based on proxy based system'™ in wired and wireless
networks. The architecture of mobile grid can be
separated into two main sub systems such as a proxy
and mobile node systems.

® Proxy system

The function of a proxy system can be described
below: First, the user authenticator processes the auth-
entication procedure using the mobile device user’s
information from the user database. The resource infor-
mation database contains the information regarding the
currently connected mobile devices; the job information
database contains the information of jobs and the full
path name for job execution and distribution. The job
management system receives job requests from the
mobile devices and composes the job distribution policy
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using the job scheduler. The job management system
distributes the jobs to mobile devices using the MPICH
module. When the sub jobs are collected by the MPICH
module, it returns the results to the mobile devices. The
communicator is used for socket communication
between the mobile device and the proxy systems.

® Mobile device system

The function of mobile device system can be
illustrated below: The user interface supports the vari-
ous kinds of information encompassing the creation of
a mobile grid user’s job process to the completion of
a specific job. The super daemon performs the commu-
nication functions with the communicator of the proxy
system. The job execution module executes the func-
tions of distributed computing for the mobile grid
application. The system state management module
provides the resource information to the user and the
proxy system. The resource manager collects the infor-
mation regarding the system and available resources,
more specifically the mobile devices utilizing the
system kernel. The node controller controls the func-
tions of mobile devices. The MGP (Mobile Grid Proto-
col) module is the communication module used in the
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mobile grid.

The detailed operation of MGP module is shown in
Figure 4. The main function of MGP can be classified
like this:

m Security function: security function processes
mutual authentication and authorization between proxy
system and mobile device to check the proper user or
authorized system resources

® Resource management function : proxy system
must check the available resources of mobile devices to
run distributed application and network connectivity
between proxy system and mobile devices

® Communication function: MPICH module is used
to distribute mobile grid application to the available
resources of mobile devices and to obtain the results of

the requested sub jobs of mobile grid application.

3.2 Design of Linux Kernel Based Information
Collector
Kernel based Information provider collects the infor-
mation of network and system resources which is auto-
matically accumulated in kernel layer, calculate the
useful information such as CPU (user, nice, system,
idle), memory, network information (bandwidth, jitter,
delay, loss, and end-to-end performance) etc. This infor-
mation provider collects the information of each proto-
col stack using the suggested protocol stack hooking
layer in kernel.
Kernel based network information gathering mecha-
nism is shown in Figure 5. Each process of information
gathering mechanism is like these :
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Figure 4. Mobile Grid Communication Module (MGP)
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Figure 5. Kemel based network information gathering mecha-
nism

® Hooking

It replaces the existing protocol stack logic that
gathers network related information in the abstract with
the logic that gathers network related information in
detail. (ex : End-to-End bandwidth)

® Information gathering using kemel module

It gathers information from protocol stack hooking
layer. Protocol stack hooking layer hooks each protocol
stack and stores network related information after pro-
cessing into user-readable format.

® Information gathering using kemel memory

interface

An interface is supported that user can access to the
kernel data through it. (ex: Kemel Virtual Memory inter-
face library (KVM))

® Data accumulating
Kernel module stores data into the file-system that

can be used by user at user level. By using ProcFS
(Process information pseudo-File system) we can re-
duce the load that should be occurred by using real file
systems.

= Information processing

User application reads network monitoring parameters
from ProcFS and processes them as network parameter
for Grid applications.

Protocol stack hooking layer uses Netfilter Layer
that is supported on the Linux kernel2.4.X to 2.6.X.
Netfilter layer supports to hook in the protocol stack by
using user supplemental functions. It does not modify

the protocol stack code, so it can process information
that kernel uses without modification of original kernel
data. Kemel module is based on the “ip_conntrack”
kernel module supplied by Netfilter layer. Some codes
are added and modified to gather and process user
specific network parameter in detail. Information Colle-
ctor daemon processes the network related information
in the ProcFS and it encodes gathered information with
XML scheme and send to the Web Service!'™ application.
Messaging Protocol uses XML (eXtensible Markup
Language) and SOAP (Simple Object Access Protocol)
137 to communicate with each service.

The communication message protocol for kernel
based management system is shown in Figure 6.

3.3 Implementation of Linux Kernel Based
Management System for Mobile Grid

We implemented the mobile grid system with 4
mobile nodes (PDA) and a server system. The imple-
mentation environment and service platform are depi-
cted below:

= Proxy System

CPU: Intel Pentium ITI 1GHz, RAM: SDram 256MB,
0.S: Redhat Linux 7.3, Kemnel 2.4.18-3, Compiler: gcc
version 2.96, Database: mysql Ver 11.16 Distrib 3.23.49

= Mobile Device (PDA) System

Hardware: Sharp Zaurus SL-6000/C860 (CPU 400
MHz), CDE (Cross Development Environment): Linux
Kernel, binutils, gce, glibc, QVEmbedded - Cross De-
velopment Kit

® Service Platform

JAVA WSDP (Web Services Developer Pack) JAXM
(Java API for XML Messaging) / JAVA

We can identify the normal running status of web
service using the web browser for monitoring the mo-
bile device as shown in Figure 7.

The implemented proxy and mobile device systems is
shown in Figure 8.The proxy system shows the log file
of job processing. The mobile node GUI shows the login,
resource information, and job request user interface.

The implemented kernel based mobile grid manage-
ment system is shown in Figure 9. This Figure shows
the system, network information of available mobile
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<?xml version="1.0" encoding="UTF-8"?>
<Message_root>
<Nodelnfo>
<IP>IP Address</IP>
<OS>QOperating System</OS>
<IFSpeed>Interface Speed</IFSpeed>
</Nodelnfo>

<SystemParam>
<CPU>
<user>user</user>
<sys>system</sys>
<nice>nice</nice>
<idle>idle</idle>
</CPU>
<MEM>
<av>average</av>
<used>used</used>
<free>free</free>
<shrd>shared</shrd>
<buff>buffer</buff>
</MEM>
</SystemParam>
<NetworkParam>
<Traffic>
<in>incoming bytes/sec</in>
<out>outgoing bytes/sec</out>
</Traffic>
<Bandwidth>

<prot>protocol</prot>
<src>source address</src>
<dst>destination address</dst>
<sport>source port</sport>
<dport>destination port</dport>
<inpkt>inpacket</inpkt>

Figure 6. Example of Communication Protocol for Kernel
based Management
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Figure 7. Checking the web service working with web
browser
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Figure 9. Implemented kernel based mobile grid manage-
ment system

nodes.

This kernel based mobile grid management system
can also provide the statistics information of system
and network usage resources. This system can provide
the usage information of system and network resources
to the each grid application by measuring the real time

traffic and systems.

4. Performance Evaluation of Kernel
Based Management System

At first, we evaluate the performance of mobile grid
system concerning to the job response time. In this
simulation, 4 mobile nodes were used to calculate the
prime numbers (primem.c). As shown in Figure 10, we
executed the mobile grid application on 1 mobile node
and calculate the job response time. Then we executed
the mobile grid application on from 2 to 4 mobile
nodes and calculated the job response time. As the
numbers of participating mobile nodes were increased,
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Figure 10. Response Time of Mobile Grid Application
when using 1 ~ 4 mobile nodes

the job response time was decreased.

To show the efficiency of kernel based mobile grid
management system, we compare the performance of
monitoring load of kernel based method with that of
Libpcap based method. Libpcap is the Packet Capture
library which provides a high level interface to packet
capture systems and provides a portable framework for
low-level network monitoring. It can provide the
information of TCP, UDP, and IP header.

The process of packet capturing and traffic analysis
uses the mobile system resources such as CPU and
memory etc. Mobile node has constrained processing
power so the overload of management process can
cause the job failure due to lack of resources. In case
of performance estimation methods on kernel layer use
a little system resources by using the accumulated
information in OS. Therefore, this method does not use
the system resources to capture packets and analyze the
data. General monitoring system gathers the manage-
ment information using system call but kernel based
methods don’t necessary to interrupt system calls.

The performance evaluation concerning to the CPU
usage is shown in Table 2.

Kernel based monitoring system use a less CPU
resource than Libpcap based method. Therefore we can
efficiently manage the mobile device using the kernel
based monitoring methods. Also the clapsed time of
kernel based method for monitoring the mobile device
was shorter than that of the Libpcap based method.

Table 2. Occupied CPU load for kernel based and Libpcap
based methods

Monitoring method Occupied load for CPU
31.8 %

0.2 %

Libpcap based method

Kernel based method

5. Conclusion and Future Works

Grid infrastructure provides us with the ability to
dynamically link resources together in a shared archi-
tecture to enable the implementation and sustained
support of large-scale, resource-intensive, distributed
applications. The mobile Grid architecture creates com-
plicated issues when used over networks because of the
requirement of providing services to users over multi-
ple networks, regardless of location. In this paper, we
design and implement the mobile grid system and
kernel based monitoring system to reliably provide the
grid service anywhere, anytime, and any place. As
shown in chapter 4, mobile grid can provide grid
service efficiently. Also using the kernel based moni-
toring system, mobile grid can overcome the limited
resource of mobile grid. This system can provide the
resource usage of each grid application to allocate the
proper network and system resource.

We intend to adapt the AAA protocol into mobile
grid system to provide security service efficiently using
context transfer technology. Also we will research the
job migration in mobile grid environments.
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