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Time-lapse crosswell seismic tomography for monitoring
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ABSTRACT

Japan’s first pilot-scale CO, sequestration experiment has been
conducted in Nagaoka, where 10 400 t of CO, have been injected
in an onshore aquifer at a depth of about 1100 m. Among various
measurements conducted at the site for monitoring the injected
CO,, we conducted time-lapse crosswell seismic tomography
between two observation wells to determine the distribution of
CO, in the aquifer by the change of P-wave velocities. This paper
reports the results of the crosswell seismic tomography conducted
at the site.

The crosswell seismic tomography measurements were carried
out three times; once before the injection as a baseline survey, and
twice during the injection as monitoring surveys. The velocity
tomograms resulting from the monitoring surveys were compared to
the baseline survey tomogram, and velocity difference tomograms
were generated. The velocity difference tomograms showed that
velocity had decreased in a part of the aquifer around the injection
well, where the injected CO, was supposed to be distributed. We
also found that the area in which velocity had decreased was
expanding in the formation up-dip direction, as increasing amounts
of CO, were injected. The maximum velocity reductions observed
were 3.0% after 3200 t of CO, had been injected, and 3.5% after
injection of 6200 t of CO,.

Although seismic tomography could map the area of velocity
decrease due to CO, injection, we observed some contradictions
with the results of time-lapse sonic logging, and with the geological
condition of the cap rock. To investigate these contradictions, we
conducted numerical experiments simulating the test site. As a
result, we found that part of the velocity distribution displayed
in the tomograms was affected by artefacts or ghosts caused by
the source-receiver geometry for the crosswell tomography in
this particular site. The maximum velocity decrease obtained by
tomography (3.5%) was much smaller than that observed by sonic
logging (more than 20%). The numerical experiment results showed
that only 5.5% velocity reduction might be observed, although the
model was given a 20% velocity reduction zone. Judging from
this result, the actual velocity reduction can be more than 3.5%,
the value we obtained from the field data reconstruction. Further
studies are needed to obtain more accurate velocity values that are
comparable to those obtained by sonic logging.
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INTRODUCTION

Japan’s first pilot-scale CO, sequestration experiment has been
conducted in Nagaoka, where 10 400 t of CO, have been injected
in an onshore aquifer at a depth of about 1100 m. An outline
of the project and the geology of the site are given by another
paper in this issue (Xue et al., 2006). It is very important for the
geological sequestration project to monitor the distribution of the
injected CO, in the aquifer. Although this paper reports Japan’s
first experience with CO, sequestration experiments, there have
been other reported examples of seismic monitoring of CO,
injection projects. For example, Eiken (2004) showed that time-
lapse 3D seismic reflection surveys had been successfully applied
in the Sleipner project, where 5 Mt of CO, had been injected in
an offshore aquifer at a depth of about 1000 m. The distribution
of injected CO, was revealed by seismic reflection amplitude and
P-wave velocity changes. Another example was reported by White
(2004), who described time-lapse 3D seismic surveys that had
been successfully applied in the Weyburn project. P-wave velocity
and reflection amplitude changes had been observed, associated
with the injection of 5 Mt of CO, into an onshore oil reservoir
at a depth of about 1500 m. Although these results showed the
applicability of P-wave velocity changes to the monitoring of
injected CO, distribution, the amount of CO, planned to be
injected at our Nagaoka site was so small (in total, 10400t of
CO,), especially at the early stages, that we needed much higher
resolution compared to surface seismic surveys. That is one of the
reasons why we decided to apply crosswell seismic tomography to
monitor the injected CO, distribution. The usefulness of seismic
velocity measurements for the detection of injected CO, was also
supported by core velocity measurements (e.g., Xue and Ohsumi,
2004). Xue and Ohsumi reported that a reduction of more than 10%
in P-wave velocities is expected from CO, injection, and suggested
that the movement of injected CO, in the aquifer may be detectable
by crosswell seismic measurements. They also concluded that the
velocity change caused by CO, saturation might be distinguished
from the velocity change resulting from pore pressure build-up
from CO, injection, because the latter is much smaller than the
former. Because well logging is one of the reliable methods of
detecting CO, breakthrough at an observation well, time-lapse well
logging was conducted during CO, injection in this project (Xue et
al., 2006). We can use the sonic logging data to verify or calibrate
our tomography results. Although crosswell seismic tomography
has been successfully applied to monitor injected CO, in enhanced
oil recovery operations (Harris et al., 1995; Hoversten et al., 2003),
there are few examples of the application of crosswell seismic
tomography for the purpose of CO, sequestration monitoring at
an onshore aquifer site. In this paper, the results of time-lapse
crosswell seismic tomography are demonstrated and discussed with
numerical experiments.

TIME-LAPSE CROSSWELL SEISMIC TOMOGRAPHY

The baseline survey (BLS) for crosswell seismic tomography
was conducted in February 2003, before CO, injection started
in July 2003. The first monitoring survey (MS1) was conducted
in January 2004, after 3200 t of CO, had been injected, and the
second monitoring survey (MS2) was conducted in July 2004, after
6200 t of CO, had been injected.
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Fig. 1. Well trajectories of the injection well (IW-1) and observation
wells (OB-2, OB-3, and OB-4) at the Nagaoka test site. The rectangles
show the well positions at the ground surface, and the circles show the
well position at the depth of the target aquifer (about 1100 m below
the ground surface) for each well. Crosswell seismic tomography was
conducted in a vertical section between the wells OB-2 and OB-3 as
shown by a broken line.

Source and Receiver Geometry

Figure 1 shows the trajectories of the observation wells used
in the tomography measurements and the seismic tomography
section. Figure 2 shows the source and receiver configurations in
horizontal, front, and side views. Although the two observation
wells are not vertical and parallel, the deviation from the vertical
is so small that two-dimensional tomography is considered to be
applicable. Crosswell distance at the depth of the target aquifer is
about 160 m. Source positions were set every 4 m between 900
and 1284 m depth in OB-2. Receiver positions were set every 4 m
between 900 and 1228 m depth in OB-3. The CO, injection point
at a depth of about 1100 m is also shown in Figure 2.

Data Acquisition

The energy source used was an Oyo Wappa Source (Yokota et
al., 2000), a multidisk-type downhole mechanical source which
can provide good repeatability, and generated high frequencies
(up to 500 Hz) with sufficient energy at this site. A 24-sensor
hydrophone array cable was used as a receiver. Oyo’s DAS-1 was
used for data acquisition, with 0.125 msec sampling. Since the
energy of first arrival waves is very small, stacking (averaging) of
up to 20 signals was done to improve signal-to-noise ratio. Data
acquisition for the crosswell measurements took about one week
of 24-hour operation every day.

Data Analysis

Before the tomographic reconstruction, the first arrival
traveltimes were picked up from the waveform data. Traveltime
picking was done manually and the traveltime curves were
carefully checked and adjusted. Figure 3 shows all the traveltime
curves for first arrivals picked for the baseline survey. The first
arrival traveltime curves obtained by crosswell measurements
in 2D velocity structures must have some characteristics which
arise from a fundamental rule that traveltime data acquired with
similar observation geometry should be almost uniform (Saito,
1992). Almost all traveltime curves in Figure 3 satisfy such
requirements.

Since the sources and receivers were not exactly on a vertical
plane because of well deviations, those positions were projected
onto a vertical plane containing the tops of the aquifer at the two
observation wells, as shown in Figure 2. Before the tomographic
inversion, the vertical section was divided into small rectangular
cells, 4m in height by 8 m width, to express the velocity
distribution by assigning a constant velocity in each cell. The cell
width was determined by our experience that a proper velocity
distribution can be reconstructed when the width of each cell is
larger than 1/20 of the crosswell distance (Saito, 2001).
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Fig. 2. The source and receiver configurations in horizontal, front, and
side views.
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Fig. 3. Traveltime curves for first arrivals picked from the baseline
survey.

Tomographic inversion was done using an iteratively linearising
algorithm, in which refracted ray paths were taken into account.
First arrival traveltimes and ray path calculations in this study
used methods developed by Saito (1989) and referred to as the
“Huygens’ method” (Saito, 2001). The method is called “ra
tracking” rather than “ray tracing”, because the first step of the
computation procedure calculates the wavefront emanating from
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Fig. 4. Velocity tomograms for BLS (a), MS1 (b), and MS2 (c). Coloured columns along the wells OB-2 and OB-3 show the sonic log velocities
obtained before CO, injection. The same colour scale is used in the velocity tomograms and the sonic logs.

1992), was used as a velocity update algorithm.
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The BPT model was used as an initial velocity
model for the baseline survey analysis, and
the baseline survey tomogram was used as an
initial model for the monitoring surveys. Twenty
iterations were performed for the baseline survey
reconstruction, and 10 iterations were performed
for each monitoring survey.

Time-lapse tomography results

Figure 4 shows the velocity tomograms for
BLS, MS1, and MS2. Coloured columns along
the wells OB-2 and OB-3 show the sonic log
velocity obtained before CO, injection, using
the same colour scale as the velocity tomograms.
Figure 5 shows the locations of the aquifer and
the CO, injection target layer projected onto
the BLS tomogram. The sonic logs show a
thin (less than 4 m) high-velocity layer at the
top of the aquifer. However, this layer was not
reconstructed by seismic tomography, because it
is too thin to be detected by a crosswell survey
with this observation geometry. In fact, we
could not observe head waves from the high-
velocity layer in the waveform data for any

Fig. 5. The locations of the aquifer and CO, injection target layer projected onto the BLS

tomogram.

the source point throughout the velocity model, and then backtracks
from each receiving point along the ray path to the source. One of
the features of this method is the applicability to any velocity
structures, including those with high velocity contrasts, and to any
source-receiver geometries. Another advantage is the capability to
calculate traveltimes and ray paths of head waves where they are
first arrivals. The method only considers geometric rays which
assume that the propagating waves have a high-frequency limit.
Any wave volumes such as so-called Fresnel zones (e.g., Spetzler
and Sneider, 2004) are not taken into account in this study.

The first step of the tomographic inversion is to create an initial
velocity model. For this purpose, the Back Projection Technique
(BPT) was used. Beginning from the initial velocity model, the
iterative tomographic reconstruction with ray tracing updated the
velocity model after each iteration. The Modified Simultaneous
Iterative Reconstruction Technique (Modified-SIRT), which is
very capable of imaging high velocity contrasts (Sanny and Sassa,
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source-receiver pairs. The tomography velocity
and sonic log velocity correlated well with each
other, except at thin layers.

In order to clarify the velocity changes between those monitoring
stages, velocity difference tomograms were created as shown in
Figure 6. The velocity changes between baseline and monitoring
surveys were defined in each cell by:

(VMS_VBLS)x]OO ,
V.

BLS

velocity difference(%) = )
where V, ( is the velocity in the baseline survey tomogram and V)
is the velocity in each monitoring survey tomogram.

In the vicinity of the injection well TW-1, each difference
tomogram shows an area in the aquifer in which velocity has
decreased. The maximum velocity reductions observed in the
difference tomograms were 3.0% for the MS1 and 3.5% for the
MS2. As the amount of injected CO, increased, the area of velocity
reduction expanded, especially in the formation up-dip direction.
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Fig. 6. Velocity difference tomograms: (a) Velocity difference between baseline and MS1 (after injection of 3200 t of CO,) surveys. (b) Velocity
difference between baseline and MS2 (after injection of 6200 t of CO,) surveys.

receiver
depth r 1

(m)
1,044

1,048

1,052

1,056

1,060

BLS MS1 MS2

receiver | [ |
depth } (b) source =1,060 m

(m)

1,104 [~memsmmm h_\l\

1108 |t

L2 et

1116 |t
o b P11

T
|

BLS MS1 MS2

i |

Fig. 7. Common-shot gather waveform data. (a) Source position is 1000 m and receivers are every 4 m between 1044 and 1060 m. (b) Source position
is 1060 m and receivers are every 4 m between 1104 and 1120 m. At each depth the three traces shown in black, red, and blue correspond to the
waveforms obtained at the BLS, MS1, and MS2 stages, respectively. The figure on the right shows ray paths for these five source-receiver pairs
calculated using the MS2 velocity distribution and overlaid on the MS2 tomogram.
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injection, the velocity reduction values
did not agree with those obtained by sonic
logging, and the shape of the area in which
velocity had decreased area was unexpected.
The following contradictions were observed
in the difference tomograms:

1)  Although CO, breakthrough had
been observed at the OB-2 well by logging
conducted before the MS2 tomography
survey, the area of  velocity
reduction, reconstructed by
tomography, did not reach the well.

(2) Although sonic logging results
showed more than 20% velocity
reduction after breakthrough, the velocity
difference tomogram of
MS2, conducted after the
breakthrough, showed at most only 3.5%
reduction.

3) Although  the CO,
was injected into a thin permeable
sandstone layer (see Figure 5), a part of
the area of velocity decrease seems to
extend into the cap rock and the lower
layers.

In order to investigate these problems,
we carried out numerical experiments.
Figure 8(a) shows a velocity model for

Fig. 8. Numerical experiment results. Source-receiver configurations used in the numerical experiments (1. phaceline survey. Figure 8(b) shows a

were the same as those used in the actual field geometry. (a) Baseline model. (b) Monitoring model.
Velocity reduction from the baseline was set to be -20%. Maximum thickness of the low-velocity zone
was 12 m. The thickness around OB-2 was set to be 4 m. (c) Velocity difference between two models.

(d) Velocity difference tomogram.

From these observations, we interpreted the area of reduced
velocity as the distribution of injected CO, within the aquifer.

To verify that the area of velocity reduction reconstructed by
tomography is really the result of the traveltime delay along ray
paths passing through a low-velocity anomaly, seismic waveforms
for identical source-receiver pairs, acquired at different monitoring
stages, were directly compared. Figure 7 shows two examples of
common-shot gather waveform data acquired at the stages BLS,
MS1, and MS2. Figure 7(a) shows the waveform data whose
common shot position is 1000 m. Receivers are located at every
4 m between 1052 and 1068 m deep. This is an example where the
ray paths do not pass through the area of velocity change caused
by CO, injection. The three traces at each depth, shown in black,
red and blue, correspond to the waveforms obtained at the BLS,
MS1, and MS2 stages, respectively. In this case, the first arrival
waveforms are almost identical. We can say that these time-lapse
measurement data do not show any traveltime delay. The figure
on the right shows ray paths for these five source-receiver pairs,
calculated using the MS2 velocity distribution and overlaid on the
MS?2 tomogram. Since both source and receivers are located much
shallower than the aquifer in this case, this result was as expected.
On the other hand, the common-shot gather with source depth at
1060 m in Figure 7(b), some data for rays that pass through the
area of velocity reduction in the aquifer show the traveltime delay
clearly. The area of velocity reduction has expanded to the region
which those rays passed through.

DISCUSSION

Although it was shown that the time-lapse seismic tomography
outlined an area in which velocity decreased because of CO,
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velocity model for the monitoring survey
in which has a velocity is reduced by 20%
over an area whose thickness is 12 m for
most of the model, but thinner (4 m) just
around the well on the right. The velocity differences between
these two models are shown in Figure 8(c). First arrival traveltimes
were calculated for the same source-receiver pairs as in the actual
field measurements. By using the data sets as inputs, the same
tomography program used for the field data analysis was conducted
to reconstruct the velocity distributions. The resulting velocity
tomograms were used to create a velocity difference tomogram,
shown in Figure 8(d). Figure 8(d) shows a thicker low-velocity
zone than in the starting model (Figure 8(c)). The maximum
velocity reduction obtained by tomographic inversion was 5.5%,
although 20% had been set in the model. In addition, the area of
reduced velocities does not reach the well on the right, perhaps
because it is too thin to be detected by tomography. The results of
the numerical experiment are summarised as follows:

(1) The numerical experiments demonstrated that seismic
traveltime tomography could not detect an area in which
velocity had decreased that was only 4 m thick, even if that
area contacted the observation well. Because the
time-lapse sonic logging showed velocity reduction only
over a 5 m depth interval (Xue et al., 2006), it was difficult
to detect such a thin zone by crosswell tomography, because
of the limited resolution for this source-receiver
geometry.

(2) The numerical experiments showed the maximum velocity
reduction is about 5.5% though the velocity model has a
20% reduction zone. Judging from the result, the actual
velocity reduction at the MS2 stage of injection could be
larger than the 3.5% observed in the MS2 difference
tomogram.

(3) The numerical experiment result showed some artefacts
or ghosts from the velocity anomaly, in the upper left
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Fig. 9. Common-shot gather waveform data. Source position is 1100 m and receivers are every 4 m between 1052 and 1068 m. At each depth the three
traces shown in black, red, and blue correspond to the waveforms obtained at the BLS, MS1, and MS2 stages, respectively. The figure on the right
shows ray paths for these five source-receiver pairs calculated using the MS2 velocity distribution and overlaid on the MS2 tomogram.

and lower left directions. These have almost the same
shapes as observed in the field results (Figure 6). As we did
not add any noise to the numerical data, it is reasonable to
suppose that these are artefacts caused by this geometry.

The other evidence that the exiension of the area of velocity
reduction in the upper left direction is an artefact is shown in
Figure 9. This figure shows the waveform data whose common
shot position is 1100 m, for receivers located every 4 m between
1052 and 1068 m. The figure on the right shows ray paths for
these five source-receiver pairs, calculated using the MS2 velocity
distribution and overlaid on the MS2 tomogram. In this case, the
first arrival waveforms are almost identical. From this figure, we
conclude that the apparent velocity anomaly extending in the
upper left direction did not produce traveltime delays for rays
passing through the area. This means that this apparent velocity
anomaly must be an artefact.

CONCLUSIONS

Time-lapse crosswell seismic tomography was successfully
applied to monitor injected CO, for the geological sequestration
pilot project in Nagaoka, Japan. The velocity difference
tomograms obtained before and after CO, injection revealed that
the distribution of injected CO, in the aquifer can be imaged as
area of velocity reduction. The velocity reductions resulting from
CO, injection were found to be 3.0% for MS1 (after 3200 t of
CO, injected) and 3.5% for MS2 (after 6200 t of CO, injected),
by seismic tomography. However, these values disagreed with
the results of time-lapse sonic logging, in which more than 20%
velocity reduction had been observed after CO, breakthrough. The
tomograms also showed a velocity anomaly extending into the
cap rock, which is contrary to commonsense views of cap rock
geology.

To investigate those contradictions, a numerical experiment was
conducted. As a result, we found that the actual velocity reduction
can be more than the 3.5% obtained from field data reconstruction,
and that the apparent velocity anomaly extending into the cap rock
is an artefact caused by this particular source-receiver geometry.
The problem of velocity determination in a thin, low-velocity layer
is one of the basic problems of traveltime tomography. However,
some sophisticated inversion schemes, which include adequate
constraints, can solve the problem (e.g., Lazaratos and Marion,
1997; Yokota et al. 2003).

After the MS2 survey reported in this paper, we have conducted
three more crosswell seismic tomography surveys: MS3, after
8900 t of CO, had been injected; MS4, just after the end of the
planned total 10400t of CO, had been injected; and MS5, 10
months after the end of injection; but the results have not yet been
compiled. From those results, we expect to obtain more valuable
insights into the movement of the injected CO, in the aquifer.
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