=& 2006-437C-6-4

A U B =l M 2]

XA W ERINMS M XA XE

Z3

o =
CE:

10

HEAl

il‘ <o

EEEER

( Adaptive Delay Differentiation in Next-Generation Networks )

W4 E, W

A,

* Kk O] -?'— ﬁo**

( Jung Hoon Paik, Jae woo Park, and Yoo kyung Lee)

(@]
had

B N= =

T

=EdME #F HEHZAAY

=,
e)\E]:F

S o5l g dd2 gad Sas o
A Aas S Bs A% NG ST

Aol S0l Y HAL A&

ok
=

5 B4 AN A8 FeUdon Aed BaAAU AQ Ads w2
AT, AR YA e £ ARPAN FF =89 =YY F AFde] AQ st 7]
aho] |25 AZATE Aol & £EHL o|F T B £F9

5% 5498 ¥ 99

How 44 EH ox5 BAY

o2X A4Y £y By OME} HAE Edge] Yokl 712 Wae) Hate] $59 As4e ATvd 2adee B
o ALY PAL 92T D FEE FFY VY ohiF 7IE wAo) vizte] 29 WS $5¢ A4S ATHS YT
). :

Abstract

In this paper, an algorithm that provisions absolute and proportional differentiation of packet delays is proposed with an

objective for enhancing quality of service (QoS) in future packet networks. It features 'a scheme that compensates the
deviation for prediction on the traffic to be arrived continuously. It predicts the traffic to be arrived at the beginning of a
time slot and measures the actual arrived traffic at the end of the time slot and derives the difference between them. The
deviation is utilized to the delay control operation for the next time slot to offset it. As it compensates the prediction error .
continuously, it shows superior adaptability to the bursty traffic as well as the exponenf:lal traffic. It is demonstrated
through simulation that the algorithm meets the quantitative delay bounds and shows superiority to the traffic ﬂuctuatlon

in comparison with the conventional non—adaptlve mechanism

'Keywords. :

I. Introduction

Two broad parédigms for quality—of-service in the
Internet have emerged, namely integrated sefvices
(IntServ) and differentiated semces(lefServ)m[2]
The IntServ model, which aims to provide hard
end-to-end QoS guarantees to each individual data
flow, requires per-flow-based resource allocation and

service provisioning and, thus, suffers ffom the
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QoS, Absolute, Proportional, Delay, Differentiation
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scalability and manageability problems due to the
huge amount of data flows.

This lack of scalablhty 1, to a large extent, being
addressed W‘lthln the lefServ architecture. In the
DiffServ model trafﬁc is aggregated into a finite
number of service classes that receive different
forwarding treatment. It achleves scalablhty and
manageability by providing quality per t__rafﬁc
aggregate and not per application flow. However, it's
drawback is difficulty in contriving efficient resource
allocation mechanisms to guarantee the end-to-end
QoS of each individual data flow. ‘

With superiority in terms of scalability and
manageability, the DiffServ

Is gaining more
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popularity as the QoS paradigm for the future
Internet. Several schemes are devised to realize the
DiffServ philosophy. At one end of the spectrum,
absolute differentiated services seek to provide
end-to—end absolute performance measures without
per-flow state in the network core™, At the other
end of the spectrum, relative differentiated services
seek to provide per-class relative services. In this
model, the traffic from a higher priority class will
receive no worse service than the traffic from a
lower priority class.

In our view, absolute differentiated service is
essential for handling a real-time application which
requires guaranteed QoS measures for future Internet.
In addition, proportional differentiated service is also
needed to handle the soft-real time service which is
tolerant to occasional delay violations and hence do
not require strict delay bounds.
it QoS
architecture that provides any mix of absolute and
relative differentiated schemes under the DiffServ
paradigm is the most suitable service architectures
for future Internet.

In this paper, an algorithm that enforces absolute

Consequently, is perceived that the

and proportional differentiation of packet delays is
proposed. In (5], Joint Buffer Management and
Scheduling(JoBS) suggested, and it
provides relative and absolute per-class service

scheme is
delays and loss rate. It makes
delays of backlogged traffic, and
uses the predictions to update the service rate of
classes and the amount of traffic to be dropped. Our
approach is similar to [5] in that it predicts delays of
backlogged traffic and uses the predictions to update
the service rate of classes, but main difference is
the
indispensably is utilized on future control operation.

differentiation for
predictions on the

whether prediction error  which  occurs
While most conventional schemes don't reflect the
prediction error, our algorithm makes use of the
deviation to improve the QoS quality. More
specifically, it predicts traffic to be arrived at the
beginning of a time slot and also measures the actual

arrived traffic at the end of a time slot. The
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prediction deviation is derived at the beginning of a
next time slot, and it is quantified to be reflected to
the delay control mechanism for the next time slot.
The target delay is adjusted by some extent which is
determined by the prediction error at every time slot.
As the suggested algorithm the
prediction error at every time slot, it shows the
superior adaptability to the bursty traffic as well as
the exponential traffic as compared with conventional

compensates

approaches.

The remainder of this paper is organized as
follows. In Section II, an algorithm which provisions
the quantitative differentiated services is developed.
Following this, in Section I, a set of simulation
experiments to illustrate the performance of the
scheme is presented. Finally, in Section IV, some
concluding remarks are presented.

II. Related Work

In DiffServ architecture, an admission control
scheme is mainly used to provide QoS guarantees by

] There are two basic

reserving appropriate resource
approaches to admission control. The first, which is
called parameter-based the

amount of network resources required to support a

approach, computes
set of flows given a priori flow characteristics. The

second, measurement-based approach, relies on
measurement of actual traffic load in order to make
admission decisions. Measurement-based approaches
are classified to two schemes, envelopes—basedmm,
and probing—based[gl.

In [10] and [11], the definition of a statistical
bound on arriving traffic is employed to obtain the
statistical multiplexing gain in a single node with a
packet scheduling algorithm under the scalability
constraint.

In [12], the probing rate at a receiver is used as
The loss probability of

probing packets is used as a threshold to admit or

the admission condition.

reject a flow in [13].
Relative delay differentiation is first discussed in
detail in [14]. In [14], two packet schedulers that try
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to achieve proportional delay differentiation is
presented. However, the schedulers are not ideal, in
the sense that, the average delays experienced by
different classes tend to deviate from the proportional
model. under light traffic loads.

Joint Buffer Management and Scheduling(JoBS) is
suggested in [5)], ‘and provides relative and absolute
per—class service differentiation for delays and loss
rate. It makes predictions on the delays of
backlogged traffic, and uses the predictions to update
the service rate of classes and the amount of traffic
to be dropped.

In [15], extended ‘weight fair queueing(WFQ) is
devised and applied
differentiation service.

to  proportional delay
It shows that the
requirements can be achieved efficiently.

A new scheduler, Deadline Fair Sharing(DFS), is
suggested in [16]. It operates in a dynamic weighted
fair manner to provide an absolute delay guarantee
and proportional delay and loss differentiation
guarantees.

Probing mechanism which is ‘incorporated into the

EEAC-SV scheme is devised to enhance the

delay
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end-to-end QoS granularity in the DiffServ network -

in [17].
TII. Adaptive. Delay Differentiation Model

1. Service Differentiation Model

It is assumed that there are N service classes, and
class i+l is better than class i, in terms of service
metrics. With this convention, the service guarantees
for the classes can be expressed. An absolute delay
guarantee on class 1 i1s specified as

D,=D;,  Vie {1,.,M} (1)

where I is a desired delay bound of class i. The

proportional delay guarantee between class i and
class i+l is defined as '

Dé+l Za:; vie {M+1,..,N} 2)

i

where o is. a constant that quantifies the
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proportional differentiation desired.

2. Node Afchite_cture

The proposed node architecture is shown in Figure
1. The classifier classifies incoming traffic into a
number of classes and the scheduler then serves
traffic in class buffers. Input traffic is predicted at
the beginning of the time slot and measured at the
end of the time slot, and the difference will feed into
a process to adjust the service rate in the scheduler
periodically.

Arrivel rate
prediction

Arrival rate
measurement

Service rata
adustment

class 1 butter
—>

class 2 buffer

class N buffer

>

> T
O 1. HetE A|AH px
Fig. 1. The proposed system architecture.

3. Service Rate Adjustment

7t. Absolute Differentiation Service

As illustrated in Figure 2, time axis is slotted with
interval T, and time slot n spans the time interval
[ta-1, tal-

The input rate & (n) of class i for the time slot n
is predicted with the weighted moving average
schemes like equation (3) with p=0.9. Specifically,
predicted values aré indicated by a tilde(™).

n—2

o 5 M)
() =(1-p) P

>

+p\(n—1) (3)
The backlog B(t) of class i at time t is denived

)
1 d

T
f f t

]
'l

a8 20 Al F B
Fig. 2. Time axis notation.
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from rR"(t) and r(¢) like equation (4) where R"(¢)
is the arrived traffic at class i buffer and r™() is
the serviced traffic from class i buffer in the interval

[0, t] respectively.

B (t)= R (t)— R™(t) (4)

Now, some parameters related a class 1 are
predicted to derive the service rate for the next time
slot n. With the predicted input rate for the next time
slot n of equation (3), the prediction of the class i
input traffic for next time slot n, =t € [¢,_,,t.]), IS

given by
Bt € [t t) =X (0) X (E—t,_1). )

Similarly, with the definition of service rate ~(n)
of class i buffer for next time slot n, the predicted

serviced traffic of class buffer i for next time slot n,”

Rt € [t,-1.t.]), is given by

Rt € [t,_,t)=vn)x(t—t,-,) 6

With the equation (5) and (6), the predicted
backlog Bt € [t._.,t,]) of class buffer 1 for next

time slot n is derived as

Btt € tapt ) =B (t,- ) +{X(n) =% ()} x({E—1,..).

(7

Now, the predicted delay D,(tt € [t._,,t.]) of an
class 1 input packet arriving at time t, ¢t € {t,_,,t.], IS
described as equation (8).

Dt & faora) = B )

_ B (taoy )+ {N @) =1 (n)} X (t—t01)
- ’Yz‘(n)

(8

Averaging the instantaneous delay D;(¢t) over a
time slot n provides a simple measure for the history
of delays experienced by typical class i packets. It is
given by equation (9).

D9(n) = & [ "Dy @)de
T1/ ©)

¥i(n)

[B0)+ 5 (K -]

(693)
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It is a feature of our algorithm that the prediction
error on the input rates over time slot n is reflected
on the derivation of the service rates over next time
slot n+l. In order to reflect the prediction error on
the input rates on the derivation of the service rates,
the error a) between the measured input rates X (n)
and the predicted input rates £,(n) is defined as
equation (10).

AN (n):)‘i (n)—j\:(n) (10)

With the definition of equation (10), the delay
difference AD, ,,(n) caused by the prediction error
A\, on input rates is derived from equation (9) and
given by equation (11).

T  A\(n)
AD, 4y (n) == X ——— 11)
LA ( ) 2 ¥, (n) (

The actual averaged delays D over time slot n
is adjusted with that extent of equation (11) and

expressed as equation (12).
D= D™+ AD, 4,

" <1n> [@ (o) + = ) = <n>}]

(12)

With the derivation of equation (12), the delay
difference Ap, from the target delay p; over time slot

n is given by

B, (tn—l) + % {)‘i (n) —% (n)}

—cy (13

AD, (n) = D —

As equation (13) indicates the deviation from the
desired delay over the time slot n, it is compensated
by that extent over next time slot n+l such as
equation (14).

D, (n+1)=D;+AD,(n) (14)

In case that the actual delay is two larger than the
target delay, there is a possibility that D, (n+1)
might become negative in equation (14). Delay cannot
be negative, it is fixed at zero for the case such as

equation (15).
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0 D(n+1)=0
Dn+1)=) B+ () — ()
o2 — otherwise
7 (n)
(15)

As the target delay for the time slot n+l is
derived, the service rates for the time slot n+l is
derived from the equation (9). It is given by equation
(16).

B.-(t,.)+7TX,.(n+ 1)
- T Di(n+1) 50
)

,-(n+1 = -
’ ) Bi(tn)'*'—Q“T)\,-(n-Fl)

. Bi(tn)+7T,\i(n)_,yi(n) 7 otherwise

j 7i(") Ty
(16)

Lt. Proportional Differentiation Service

In proportional differentiation services, the delay
ratio between two adjacent classes should be fixed
such as (2). As (12) means the actual delay for the
time slot n, the agtual relative ratio on delay for the

service classes 1 and i+l at the time slot n is
described as (17).

Bior(to_) + L yi(n) = s ()}

D) _ EmD) o (n)
DEm) B )+ £ ) - )}
% (n)
an

As there is the possibility that the o;(n) in (17)
deviates from the target value ¢, the difference
Aco;(n) =0 —a;(n) is applied to the updated
target value at the next time slot such as (18) to

compensate the deviation at the previous time slot n.

a;(n+1)=a;+Ax (n) 1%

The delay relation between time slot n and n+l is
given by (19) from (17) and (18).

Di+l(n+1): D (n) _ 20, 1
D;(n+1) D (n) ’ a; (n)

ox
H33

(694)
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As it is possible to notate K in (19) in a fraction

Yy
form x , (19) is expressed as (20).

D, ,(n+1)=z- D% (n) (20)

D;(n+1)=y - D" n)

To determine the service rate for the time slot n+1,
the case of Aq,(n)>0 is considered in the first
place. As this case indicates the situation that delay
of higher class has been rather shortened and/or that
of lower class lengthened, the delay of higher class
and that of lower class for the next time slot should
be decreased and increased respectively. That means
x and y should be x<1 and y=>1. The possible areas
for x and y are illustrated in Fig. 3. In this paper, we
picked the comner point of the feasible area for the
unique value of x and y since it reduces the delay
unless the service rate cannot support the rate.

Next, the case of Aq; (n) <0 is considered. There

Yy
A x=51 & y=1 area y=Kx

1 1
K

38 3 Aqn)>0 2 Zd=oll x oy 3t 2

Fig. 3. Determination of x and y for the case of
Aa;(n)>0
y y=Kx
) x21 & y;l awa”
X
32 4 Ag(n) <0 B |Ag(n)< a2l BRI x
oty W 23
Fig. 4. Determination of x and y for the case of

Agi(m)<0 & |Aay(n)<a;
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are two possible ways that satisfy the condition. As
the delay ratio should not be negative, two cases,
|Ac; (n)|<e; and |Aa;(n)|2 o , have different
solving procedures. First, the case of |Aq, (n)|< o
is touched.
Applying the same logic as the case of Ac; (n) >0,

where delay ratio is not negative
the area of x and y is x >1 and y < 1. The value of
x and y is determined to be a comer point from
possible values shown in Fig. 4.

Finally, the case of | Ao, (n)|= o is considered.
The interpretation of this case is that the higher
class has much higher delay than lower delay. Since
K becomes negative in this condition, x and y should
be negative and positive respectively. Then K can be

z
-y

recalculated as A=

, and K always satisfies

the bound K < 1. The next step is the same as in
the case of | Ae; (n)]<q; .

This description is summarized at (21).

(casel) Aa, (n) >0
D (n+1) =D, (n)
D (n+1)=K- D (n)
(case2) Aq; (n) <0
(case2—1)|Ae, (n)] < o
D (n+1)=K- D (n)
D, (n+1) =D, (n)
(case2—2)|Aa; (n)| 2 o]

X
s
-y

(21)

K= z<0,y>0
D, (n+1)=K-D, (n)

D, (n+1) =D, ()

With the values D, ,(n+1) and D, (n+1), we can

derive the service rate which is given by (22).

Bk(tn)+-—27;Xk(n+1)

I
2

L k=4,14+1(22)

win+1l)=

IV. Evaluation

Simulations for the examination of efficiency and

comparisons between three proposed algorithms and

the conventional

{695)
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Simulated network topology.

algorithm have been conducted in
this section with OPNET simulator. We fix the time
period T to 0.1s. The value N is set to 5. The delay
scale is set to seconds for all simulations. Since the
main difference of our algorithm is the adaptability of
the traffic prediction error, we call our algorithm as
adaptive algorithm and the conventional algorithm as
non-adaptive scheme. We simulate our algorithm and
non—adaptive algorithm with the simple network
topology illustrated in Fig. 5. Each source node
generates number of traffic flows whose time
inter-arrival and packet size are exponentially
distributed with mean 0.001 seconds and 1000 bits.
We create two absolute service classes 1 and 2, and
two proportional classes 3 and 4 in node A and B.
The delay requirements are set to 20ms and 40ms
respectively for the absolute delay, and oz =0.5 for
the proportional delay. Traffic load distribution is set
to 30%, 20%, 30%, and 20% respectively. Link
capacity is set to 100Mbps and the link propagation
delay is assumed to be negligible.

1. Absolute Delay Evaluation

Fig. 6 shows a result of queueing delay of class 1
for an exponential traffic. It shows that the adaptive
bound.

Since current Internet traffic is not exponential,
traffic  that bursty
characteristic needs to be considered. For realistic

more  realistic reflects
traffic,c, we create hundreds of flows which follow
Pareto distribution with shaper value 1.9. In addition,
the duration of flows follows Pareto distribution with
shaper value of 1.9. The example of the input traffic
is shown as Fig. 7.

We simulate two algorithms using the traffic and
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Fig. 6 Delay of class 1" with exponentiat traffic load.
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Fig. 7. Bursty |nput traﬁlc

—e— non-adaptive algerithm
—a— adaptive algorithm

.im&ﬁ[ﬁ..

Time

0.0154

a8 8 HAE 2ef=of oiEt HoiA x|
Fig.” 8 Absolute delay fo the bursty traffic.

results are shown as hig. 8. In this scenario, most of
average delay does not meet the delay boundary of
20ms for non-adaptive algorithm while most of them
meet the bound in our algorithm. This superiority to
the bursty traffic is anticipated since our algorithm
operates to compensate the'deviation cause_d by the
bursty characteristic of the traffic continuously.
scheme clearly meets the delay bound while

HYE 9

non-adaptive scheme frequently exceeds the delay.

2. Proportional Delay Evaluation

Another observation is for the proportional delay
which is shown in Fig. 9. Non-adaptive algorithm
provides more precise delay ratio which is almost
050 than our algorithm where it is 0.56. However,
the delay of each class is fixed in non-adaptive
scheme” while it is dynamically varied in adaptive
algorithm. This feature relates to an effectiveness of
a scheduler. That is, our scheme tries to maintain the
target delay ratio with the delay of each class varied
according to the availability of service link.

Our algorithm also shows better performance when
using traffic with Pareto distribution. We set the
same traffic generation parameters that are used in
the absolute delay and its result is shown as Fig. 10.

In this simulation, adaptive scheme also shows
overall improvement over the non-adaptive algorithm.
That means that our proportional differentiation
algorithm which is based on the continual
compensation of the error caused by the bursty
characteristic of the traffic shows better adaptability
to the real traffic environmenc.

A simulation for delay ratio is performed when
traffic load is different. Most of the work—conserving
scheduler
differentiation when the traffic load is low [16],
Authors in [16] explains it is because their

cannot meet the proportional delay

algorithms assume that the queue buffer is always

-—=— adaptive, class 2
0.14 4

—e«— adaptive, clas$ 3
. -+ — nop-adaptive, class 2
0.12 —v— fion- adaphve class 3
0.10 et
& 008+
a
9, 0.06 4
g Paatainrsratndi e M satasaitns
< 0.04
gt fm
0.00 r
0 20 40 60 80 100.
Time
a8 9 AlE Mu|2of gt F X

Fig. 9. The queueing delay for the proportional service.
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I3 [ e
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Fig. 10. Proportional delay to bursty traffic.
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0 20
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Fig. 11. The dependency of proportional delay on
input 1oad.

saturated. However, there exists more possibility of
queue buffers not being empty when traffic load is
low. Our algorithm solvesthis problem by dynamically
allocating the service rate and adapting the prediction
error though it is based on the work-conserving
scheduler. In Fig. 11, it is shown that the delay ratio

(697)
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does not depend on the traffic load, although
accuracy of the delay ratio is a little worse than
other algorithms.

V. Conclusion

In this paper, a delay differentiation algorithm that
achieves proportional and absolute QoS provisioning
is proposed. The main feature of this algorithm is
that it continually adjusts the target delay with
reference to the ftraffic prediction deviation in
previous time section.

It has founded that the suggested scheme performs
well in terms of achieving proportional and absolute
QoS provisioning. In addition, it shows superior
adaptability to the traffic fluctuation in comparison
with conventional approach, and it presents a feasible
approach to future Internet where QoS differentiation
is essentially required and bursty traffic is prevailed
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