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Abstract

A reversible audio watermarking algorithm is
presented in this paper. This algorithm trans-
forms the audio signal with the integer wavelet
transform first in order to enhance the correla-
tion between neighbor audio samples. Audio
signal has low correlation between neighbor
samples, which makes it difficult to apply dif-
ference expansion scheme. Second, a novel dif-
ference expansion scheme is used to embed
more data by reducing the size of location map.
Therefore, the difference expansion scheme
used in this paper theoretically secures high
embedding capacity under low perceptual dis-
tortion. Experiments show that this scheme can
hide large number of information bits and keeps
high perceptual quality.

Keywords: Reversible data hiding, integer
wavelet transform, audio watermarking, data

hiding.

[. INTRODUCTION

Recently, reversible data hiding schemes have
got much attention. The main idea of reversible

data hiding methods is allowing reconstruction of

the original signal without any loss after extract-
ing the hidden data. Reversible image water-
marking algorithms are widely available. They
embed data into images mostly quantized by 8-bit
levels in case of grayscale images. Of course,
color image watermarking is considered as an ex-
tension of the grayscale embedding. However,
reversible audio watermarking algorithms are few
in number. Basically audio is different from im-
age. First, time-domain correlation between
neighbor samples is low in audio. High correla-
tion is important for compression and embedding
data as well. Therefore, low correlation means
that embedding data into audio signal is slightly
more difficult than image. Second, sample values
of audio signal mostly cluster around 0 which is a
mean mostly, and most of their absolute values
are less than 0.5, which is much favorable for bit

shifting than image.

Reversible watermarking schemes are basi-

cally classified as follows:

1. Companding and shifting scheme [3, 4]: A
sample value x can be shifted by # bit position as
(2" )x. For example, one bit shifting, 2x, makes an
even number whatever the original value x was.
Thus, we can embed one bit of information, b, as
2x + b. However, such bit shifting can cause over-

flow error. A compander, for example, O( \/; /2),
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can reduce the chance of overflow error because
the value 2(Q(~+/x /2)) + b, shifting after com-
panding, is mostly smaller than x itself, where Q
denotes a quantizer. However, companding error
must be embedded as well because 4(Q(\/; 12))?
equals hardly to x. If there is no companding error,
the embedding capacity can be at least one bit per
sample. Due to the second feature abovemen-
tioned, this technique is well fit for the audio wa-

termarking.

2. Difference shifting scheme [2]: A difference of
a pair of two sample values can be shifted to em-
bed message. (Difference of a group of sample
values can be used instead of a pair.) Not all pair
can be shifted due to the possible overflow or un-
derflow error. The location map marks which
pairs have been shifted and which pairs have not.
If the location map is not necessary to mark, the
embedding capacity is at least one bit per two
samples. Due to the first feature abovementioned,
this technique is well fit for the image water-

marking.

Of course, many kinds of novel reversible wa-
termarking schemes are available. However,
among them, in this paper, only two schemes
abovementioned are considered. Companding and
shifting scheme has been already available [3].
However, difference shifting scheme for audio
watermarking has not been published so far. The
difference expansion method, proposed by Tian
[2], which is known as difference shifting scheme,
can be used for embedding data into audio if un-
derflow or overflow problem is solved. This over-
flow problem is serious since it causes perceptible
distortion. In case of image and video, high cor-
relation between neighbor samples produces
small difference. Shifting small difference pro-

duces small perceptible distortion and reduces the
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chance of overflow and underflow problem.
However, in case of audio, due to low correlation,
difference between neighbor samples is relatively
large, which may cause significant perceptible
distortion and show high possibility of overflow
or underflow problem.

In this paper, the difference expansion scheme is
applied to the reversible audio watermarking.
Correlation can be increased by applying any
transform. Integer wavelet transform produces in-
teger values, which makes the transform allow
one-to-one mapping by producing integer output
without causing any transform error. Transformed
coefficients have higher correlation than original
sample values. Thus, it is easy to apply difference
expansion scheme in the transform domain.
However, not all difference of pairs can be ex-
panded. The location map marks which pairs have
been expanded and which pairs have not. Decoder
must have this location map to extract correct
hidden data and recover original signal. To reduce
the excessive overhead for the location map, the
simplified location map is adopted. This paper
shows that reversible audio watermarking is pos-
sible using difference expansion scheme. More-
over, this paper shows that the audio quality is
very good after watermarking through experi-
ments. Actual embedding capacity is also pre-

sented through experiments.

II. REVERSIBLE DIFFERENCE
EXPANSION TRANSFORM

Digital audio signal a(n) is a sequence of real
numbers in the range of [-1;1]. The real numbers
can be quantized into integer numbers represented
by 16 bits (2'® = 65536 levels). The easiest
quantization method is to quantize the real num-

bers into equivalent integer numbers as follows:
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where a(n) is an original real audio sample value,
h is a Quantization step (2/2'°=3.0517 X 10°),
l_x_l is a floor operator, and a,(r) is an output
integer audio sample value.

Reversible image watermarking schemes usually
exploit high correlation between neighbor pixels
in the time domain (or in the special domain). In
case of audio samples the correlation between
neighbor samples is not as high as images. So, it
is difficult to use the difference expansion method
in the time domain. In order to make the audio
data more correlated, audio data in the time do-
main have to be transformed. The degree of cor-
relation depends on the audio sequence. Due to
the reversible watermarking, the integer wavelet
transform is applied. Note that this transform
eliminates ambiguity such that it maps the integer
input to integer output by one-to-one manner.

Assume that we have two value pair (x, ),
where X,y € Z in the transform domain and
0<x,y<65536. We can define integer av-
erage value / and difference value # from the

pair as follows:

l=tnyJ, h=x-y, 2

where the inverse transform of Equation (2) is

given as follows:

x—l+[h—+—lJ :I—H 3
2 |7 2

The reversible integer transforms in Equations
(2) and (3) are also called the integer Haar wave-

let transform or S transform. The reversible inte-

ger transforms allow a one-to-one mapping be-
tween (x, ¥) and (/, #). The new difference /' is
computed by expanding the difference by a factor
of 2 and embedding b as follows:

h'=2-h+b (4)

Note that the value 24 in Equation (4) produces
even number regardless of whether 4 is odd or
even. Thus, we have room to hide one bit of bi-
nary information b after expanding (or shifting)
the difference by a factor of 2. For the expandable
pairs, data embedding procedures are summarized
as follows [2]:

x'—1+V”+1J '——V—'J 5)
2 |7 2

Audio data can be divided into two parts: per-

ceptually sensitive part and non-sensitive part.
The non-sensitive part of audio is better for em-
bedding data, because the modified audio is rela-
tively imperceptible. Embedding in the sensitive
part must be careful and limited so that it is not
perceptually noticeable. In most applications it is
important that the watermark is undetectable to
listeners. This ensures that the watermarked signal
is not perceivably distorted and does not indicate
the presence or location of watermarks. The per-
ceptibility measure used in this paper is the SNR

(signal-to-noise) expressed as follows:

> a*(n)
> (@(m) - a(n))’

SNR =10-log,, Q)

where a(7n) denotes the watermarked sample

value.
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Figure 1. Set of ambiguous pairs (overlapping set of

pairs) that requires the location map.

When we apply the difference expansion method,

we need to mark which pair has been expanded
and which pair has not. The location map main-
tains this information to allow correct decoding of
embedded data and recovering original signal.
The location map is a binary sequence for am-
biguous sets where “1” denotes the expanded set
and “0” for that has not been expanded. Assume
that, for example, only the % values in between 0
and 5 will be expanded (see Figure 1). If the value
is expanded, it produces the value in between 0
and 11 by Equation (4). After embedding, the
values in between 0 and 5 are not ambiguous as
long as they are expandable and changeable (refer
to [1] for the definitions of expandability and
changeability) because they have been expanded
from the values in between 0 and 2 by Equation
(4). However, the values in between 6 and 11 are
ambiguous because the values have been ex-
panded from the values in between 3 to 5, or they
have not been expanded and they are as they have
been. Among the ambiguous sets, the set S, de-
notes the set of values not expanded, and the set
S, denotes the set of values expanded. Figure 1
shows the concept of this ambiguous set which
occupies the overlapped part. One part comes

from the expanded part and the other part comes
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from the original values not expanded.

Location map of Tian [2] has covered all pairs
expanded set and all pairs of not expanded set re-
gardless of their expandability and changeability.
However, the simplified location map [1] is suffi-
cient to cover only the ambiguous sets. Then, the
location map- size can be shrunk to the size of S,
plus the size of S.. In the example, we consider
the difference values to be expanded is in between
0 and 5. However, the difference value to be ex-
panded can be decided to meet the desired em-
bedding capacity. The location map can be com-
pressed to maximize the embedding capacity [1,
2]. The detail of the difference expansion method
can be found in [1, 2].

[II. EXPERIMENTS

We apply the proposed method to five test
sound tracks. For each track, we use 800,000
samples for the experiments. The audio signals
used in the experiments are sampled at 44.1 kHz

with 16 bits per sample.
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Figure 2. Five audio tracks for experiments.
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As is mentioned above, the input audio signal is
quantized, transformed using the integer wavelet
transform, the differences of neighbor samples in
the transform domain are expanded, and the sim-
plified location is also embedded. We expand both
low and high frequency coefficients first and only
the high frequency coefficients second. Needless
to say, both frequency coefficients allows more
than double embedding capacity than high fre-
quency coefficients only as is shown in Table 1. It
shows that low frequency coefficients sometimes
have better correlation than high frequency coef-
ficients depending on audio tracks. SNR is over
30 dB for all experiments. In the experiments, the
maximum embedding capacity is 37/80 bit per
sample at 34 dB in the track 4. The track 4 is a
performance by a traditional Japanese string in-
strument. Therefore, this audio track consists of
monotone of the string sound mostly in the time
domain, and consequently few coefficients in the
frequency domain. Thus, its correlation in the
frequency domain is relatively high. Figure 2

shows the audio clips for each track.

Track | Both high and low |High frequency only
number frequencies

Payload | SNR | Payload | SNR
[bits] [dB] [bits] [dB]

1 268753 [32.0279 | 123453 [36.0565

2 305333 |36.4528 | 142041 [41.7388

3 287596 |31.5487 | 136257 |38.4472

4 375670 [34.0396 [ 180319 {41.7762

5 307378 |30.1041 | 150535 [35.9816

Table 1. Embedding capacity and SNR of the

proposed watermarking scheme

IV. CONCLUSIONS

In this paper a reversible audio watermarking

scheme is presented. This method is based on the

integer wavelet transform and difference expan-
sion scheme. This paper shows that the difference
expansion scheme can be used for audio. This
paper shows that embedding capacity and SNR

can be controlled.
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