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Improved Code Timing Estimator for DS-CDMA Systems Using Correlated Antennas in
Time-Varying Fading Channels
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We consider the problem of estimating a code-timing of DS-CDMA signal in antenna array systems in the presence of flat fading channels
and near-far environments. We derive an approximate maximum likelihood algorithm of estimating the code-timing of a desired user for
DS-CDMA systems to better utilize the time-varying characteristics of the fading process. In the development of code timing estimator, the
given observation bits are divided into many sets of sub-windows with each sufficiently large. The proposed method uses sub-windows with
equal size, associated with the coherence time of channe! fading. The alternative approach is that without the estimation of the fading rate, the
sufficiently given observation bits are simply separated into two consecutive sets of sub-windows. The derivation of the proposed algorithms is
based on multiple antennas partially correlated in space. The impacts of spatial fading correlation on acquisition and mean acquisition time

performance of the proposed algorithms are also examined.
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fading correlation
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1. Introduction

Direct sequence code division multiple access (DS-
CDMA) systems require code synchronization which is an
Code acquisition in DS-CDMA
communication systems is to initially acquire the timing

essential ~ operation.

phase of the desired signal, usually within a fractional part of
one chip duration. The correlator has been used as a
conventional method to code acquisition. However, it might
be highly sub-optimal in the presence of multiple access
interference (MAI). It has been shown that the timing
acquisition problem limits the capacity of a DS-CDMA
system using the matched filter under the presence of MAI
[1]. It is necessary to efficiently acquire the accurate timing
information of each user even in multiuser environment. In
addition, time-varying fading channels make the process of
time delay estimation more difficult and complicated.
Synchronization problem of DS-CDMA signals for a single
antenna system has been extensively examined [1-5].
Antenna arrays that exploit the spatial dimension of
wireless systems have attracted enormous interests for quality,
coverage, or capacity improvement [6-8]. Furthermore,
multiple-input multiple-output (MIMO) wireless communication
has recently received tremendous interests [9]. Multiple
antennas offering spatial dimension [10-14] can significantly
improve the code acquisition performance in the presence of
MAT and time-varying fading channels. The effects of spatial
correlation on code acquisition have been examined in {11].
In [14], an approximate maximum likelihood (ML) approach
of estimating the code-timing of a desired user for DS-CDMA
systems has been developed as the multiple-antenna
sensors-based estimator (MASE) algorithm exploiting
teceiver diversity. When the MASE algorithm is derived, the
fading process has been assumed to be constant during a
sufficiently given observation interval. Hence, the
time-varying quantities due to the fading process may not be
accurately represented in the process of timing estimation
over time-varying channels, especially for large observation
windows. In the presence of time-varying Rayleigh fading
scenarios, the MASE estimator may not work well due to
time-varying quantities even if the Jarge observation window

is used.

In this paper, we propose an efficient algorithm for an
approximate ML approach of estimating the code-timing of a
desired user for DS-CDMA systems in the presence of
time-varying fading channels. In order for MASE algorithm
to better exploit the time- varying characteristics of the fading
process, the given observation bits are divided into many sets
of sub-windows with each sufficiently large. The algorithm is
referred to as the improved MASE (I-MASE). The I-MASE
algorithm is based on the sub-window size, corresponding to
the coherence time of channel fading. It requires the
knowledge of the channel fading rate. The alternative
approach called the modified MASE (M-MASE) is that
without the estimation of the fading rate, the sufficiently
given observation bits are simply separated into two
consecutive sets of sub-windows. In real environments, the
assumption that the received signals at different antennas
experience either uncorrelated fading or perfectly correlated
fading, which has been used in [12-15], cannot hold out.
There will exist some degree of spatial correlation, depending
on the relative spacing between antenna elements and/or
surrounding scattering conditions. Hence, we have developed
the I-MASE algorithm with multiple antennas partially
correlated in space. The acquisition and mean acquisition
time performance of the proposed algorithms is presented in
correlated fading charnels between antennas. In this paper,
(«)"and (+)7 denote the complex conjugate transpose
and transpose, respectively, and Re(X) represents the real part
of X.

. System Model

We consider an asynchronous K-user DS- CDMA system
with BPSK modulation in flat fading environments. By pulse
amplitude modulating the mth data symbol of the kth user,
d(m)e{+1,—1}, with a period of the spreading
waveform b, (m), the baseband signal is expressed as

M=1
si(t) = 3, d.(m)b(t—mT) where M is the number of

m=0
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bits considered for synchronization and 7'= N7, denotes the
bit duration, with 7, and /V being the chip interval and
processing gain, respectively. The kth user’s spreading waveform

N

with perid 7 is b,(t) = D¢, (n) I (t—(n—1)T,)
n=1

where ¢,(n)€ {+1,—1} and Hn(t) denotes a unit

rectangular pulse over the chip period [0,7.). The
transmitted signal is formed by multiplying s, (t) with the
carrier /2P, cos(wt), where P, is the kth user’s
transmitted power.

The correlated channel coefficients between multiple
antennas are generated with a simple stochastic MIMO model
[16-18]. Here, the transmission connection between the
mobile station and base station described by the narrowband
single-input-multiple-output radio channel at the base station
with P antennas can be expressed by Dirac delta function as
h(t) = f(t)6(t—7)ECT" with 7 being a propagation

delay and f(¢) = [ 4V (&) 52(t) ... 87()]".
the correlated channel coefficients 8% (), p=1,2, ..., P,
with

Here,

Ellg"wfl=1 o
ft) =Ualt)
a(t)=[a®@) a®(t) .. aP(2)]7 with oP(2)
being a zero-mean complex independent identically
distributed random variable shaped by the desired Doppler
spectrum and hence the amplitude and phase of the fading
process o (t) having Rayleigh-distribution and uniform
distribution, respectively. The lower triangular matrix U

are obtained according to where

results from the Cholesky decomposition of the matrix
R,=UUTeR"™ " with

Pu Pi2:r Prp
p “en

R= :21 l:22“ P:2P @)
Pp Pp- PPP

where the correlation coefficient p, , between two antennas

o) 2 2
py and p, is defined as p, , = lﬂ(pl)l , 'ﬂ(p’)l > which
depends on the distance between antenna elements, the power
azimuth spectrum (PAS) type, azimuth spread (AS) and mean

direction of arrival (DOA). The envelope correlation

912

coefficient for uniform PAS can be obtained as
Ppn( 11— 12| D)
A | Ry(|p,~p,|D) + jRig( |p, —p,| D)

3
where D=d /X with the element spacing d and wavelength
A, and the cross-correlation functions between the real parts
and between a real part and an imaginary part, respectively, of
the received signal at two antennas are given by {16,17]

H( |P1 P2|D) (2”IP1 leD)

+4BZ 27r|P1 p,|D) cos(2ug)sin(2uA¢)

@
IQ(|P1 szD) 4B

2u+1) 27T|P1 PzID)
XE 2u+1

sin[(2u+1)¢]
Xsin([(2u+1)Ag]
&)
where J (.) is the Bessel function of the first kind with the
uth order. Here, B is a normalization constant to make the
uniform PAS a probability distribution function and the AS of
uniform PAS defined over [ ¢p— A¢p, ¢+ Ap) with the
mean DOA ¢ and parameter A¢ is determined as
S, =A¢/V/3 [19].

The received signal at the pth antenna can be written as

(p) Z ﬂ(P

t)s,(t—7,) /2P, cos (w,t) +n® (¢)

©
where the noise waveform n® () is a spatially uncorrelated
white Gaussian noise waveform at the pth antenna with a
N,/2. We assume that
the propagation delay is considered to be fixed for
t< [0, MT). The transmitter and receiver for the kth user’s

two-sided power spectral density of

signal are assumed to have aligned their clocks to roughly
within a bit interval. Hence, we consider only the relative
propagation delay, that is, 7,&[0, 7"). Furthermore, the
fading processes are assumed to be wide-sense stationary and
to be constant during a symbol time. The receiver front-end at
each antenna consists of a standard IQ-mixing stage followed
by an integrate-and-dump section. Ignoring double frequency
terms, the equivalent complex received sequence at the pth
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antenna can be expressed as

K
n) = Eﬂg’)(m)\/ﬁ )
/‘nzT+nT
mT+(n~-1)

where nfﬁ)(n) is a zero mean white complex Gaussian

t T)dIH‘n(p( )

sequence uncorrelated in time with variance
=& [ ()| =N,/ L, =NN/B, @
with the transmitted energy per bit, £, ,, for the kth user.

OI. Improved Code Timing Estimator

The MASE estimator [14] has been derived for receiver
diversity DS-CDMA systems on the basis of multiple
antennas with spatial decorrelation. It has been assumed that
the fading process is constant over the total observation time

interval t+< [0, MT'). Thus, it is derived as an approximate

ML estimator for a time-invariant system. Nevertheless,
simulations have been conducted for time- varying Rayleigh
fading scenarios to investigate sensitivity to fading rate [14].
It has been shown that increasing observation window size up
to the coherence time of the fading channel makes its
performance to get better, but the use of observation window
size exceeding the channel coherence time does not improve
the performance. Similar results are shown in [8], where the
MASE for a single antenna is the same as large sample
maximum likelihood (LSML) algorithm [2]. Hence, we want
to improve its acquisition performance with large observation
window on time-varying fading channels.

In order to develop the large sample approximate ML
timing estimates exploiting time-varying properties of fading
channels, we assume that the fading process is constant over
each sub-window interval t€ [(q—1)L, T, qL,T),
g=1,2,---,Q, where the total observation interval
te[0, MT) is equally divided into Q(=M/L,)
sub-windows. We notice that the assumption and resultant
cost function used to develop an ad-hoc approach in [15] are
different from those used in this paper. Here the fading

process is assumed to be constant over only each sub-window

duration whereas in [15] it does not change during the total
observation window.
Let the output vector of an antenna array at the gth
sub-window’s lth bit, ( (¢— 1)L, +1 ), be defined as
r((g—=1)L,+1) ©)
r(l)( (=1L, +1)

1'(2)( (=)L, +1) e Px1

rP((g=1)L,+1)
Then,
(L, +1) -~ rT(@-1L,+1)]"

is defined as the output vector of an antenna array at the Ith bit
for l1=1,2,--,

O =[r70) r

L . By modeling the contributions of the
MAI and additive noise as an unknown colored Gaussian
random process, the MAI and noise vector Z(l yeCM s
assumed to be a complex Gaussian random vector with
zero-mean and arbitrary covariance matrix {2 that satisfies
Ele)e”()| =1,®02=0 with ® denoting the
Kronecker product and
2=E[e®((g-1)L,+1)e®"((g-1)L, +1)].
Assuming the first user’s signal is the desired one, the
antenna array’s output vector ;(l) can be written as
) =DU)+e(l)  (10)

where
D= diag{D(ll), D(12), D(Q)}eci\’PQXw 11)
D(IQ):[D(ILQ)T D20 ... pira” ] g=1,2,- Q
(12)
a)=]270) 7L, +1) - Q-1 +1)]"
(13)
2((g—1)L, +1) (14)
=[2,,((g- 1)L, +1) z,_,((g= V)L, +1)]”
2, ((g~ 1)L, +1) (15)
d,((g= 1)L, +1)+izd ((g—1)L,+1—-1)

2
for i=1,~1 and DP9 =g%94 (r,). Here, ¢
(=4»9/P) includes a channel coefficient of the gth

sub-window at the pth antenna, which is assumed to be

constant during the corresponding sub-window and
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Al(Tl) :[ 0'1,1(7'1) 0'1,—1(7'1) ] ERY 2. The form of
a, (;) for i =1, —1 can be given with 7, and ¢, (n) by

) . 4 .
0'1,;(7‘1) = [TP(nl +1,z)+(1— T )P(nl,z) ] G

c c

(16)
=n,7,+4, such that n, is an integer and

N) ¢ (N=1) - ¢(1)]".

The permutation matrix P(c, v) ER N> Nis given in block

where

50, T), and ¢, = [¢(

form by

I
0 ”‘“), v=+1 (17

Poi=| 8 B

where I is the a X a identity matrix. The problem of

@

interest is to estimate the code-timing 7, from the received
- I“y

data {r(1) 1,2,

{ (‘i] (’ITL) }M

m=1

with an assumption that { ¢, (n) };Ll and

are known.

The joint probability distribution is then given by
[{ l)}l 1{ w0) }p Iq I,P«yg]

1 _
= ~poLn~, ,pQL, &P { 2 E E”g,q,l)n 1"(p,q,l)}
xRl p=1g=1i=1

(18)

with

Vg =" ((q=1) L, +1) = DP9z, (q— 1)L, +1)
and p A 6,/ T,. Here, |.| denotes the determinant of a
matrix. We can then take a procedure of timing estimation

algorithm in a manmer similar to what was done for the MASE
[14]. It can be shown that the maximization of log-likelihood

function of the received output vector r(")( (g=1)L, +1)
amounts to maximizing the cost function which is given by (19)
at the bottom of the page. Here, the consistent estimate 551’ a)
of D(l”"’) and estimate 2 of £2, respectively, are given by
Do =RZ"RY o [ap? a%] o

o 1 Lt o PN H oo -1 .
N=—— Rea) . g R(fl) R 21)
PQ;IZ:I( ToTp Ty zz Tp )(
where
1 < "
RE9=— 3 2 ((g=1)L, +1) 1" ((g=1)L, +1)

s =1

22)
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L,
- 1
RY=— l}]zl q—1)L,+1) 27((qg—1)L,+1)(23)
N 1 L V4
ReP= =33 ((q- 1)L, +1) ¥ ((g- 1)L, +1)

s =1
(24)
Even if the exact ML optimization problem is simplified to
the large sample approximate ML estimation approach, the
direct optimization of expression (19) still requires a
computationally expensive search over the parameter space.
It can be easily shown that the maximization problem of the
cost function C, in (19) amounts to find the zeros of a
second-order polynomial for each chip interval. The
improved MASE (called I-MASE) algorithm can be
summarized by the following steps:
Step 1: Compute ﬁ?’*q) for p=1,2,--,

2,---, @, and {2 using (22), (23) and (24).
Step 2: For n=1,2,--,
sub-steps to compute the corresponding cost C;(nT))

P and ¢=
N~—1, repeat the following two

and the cost C,([n+1]7,) which can be rewritten as
Ci(p) =p"Gu/p"Hy with p=[1-p,pl’, G
given by (25) at the bottom of the page and
H=Re{a 27 oy +afl 12" a L} (6)
a)Fom a,;(nT}),fori =1,
Gand H.
b) Find the roots [Ll by solving the second-order

— 1, with (16) and compute

polynomial and compute the corresponding cost
C,([n, +p,)T,) with an estimate 42, (0,1 ) and
the cost C, (n, T,).

Step 3: Select 7, =[n,+p,]T, corresponding to the
largest cost among the set of costs corresponding to the

candidate timing estimates to be the estimate of the 7;.

When deriving the I-MASE algorithm, it is assumed that
the fading process is constant during each sub-window. The
length of total observation bits in I-MASE can be selected
such that they are divided into sub-windows with equal size,
accounting for the fading coherence time. The length of

sub-windows is determined by the channel coherence time
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that can be estimated by Doppler frequency or

af () 27'aP? +afl (1)

ld(pq)) (a“( )

ld P.q) ( )Q—ld(z)lq))

velocity estimators [20,21]. With the knowledge of the fading
rate, the sub-window size L, can be obtained by using the
popular rule of thumb definition of the channel coherence
time [22), L, = | 0.423R,/f,] where f,and R, denote
the fading and data rate, respectively, and Lz ] isthe
integer part of x. Instead of having the total observation
window size consisting of Q times L, bits, we consider
arbitrary observation window size M. If the given
observation bits (M) are smaller than the obtained
sub-window size L, it is used as one set of an observation
window L. Otherwise, the number of sub-window sets for
[ M/L,)

where [ z ] rounds x to the nearest integer towards infinity.

the total observation bits is given by N, =

Thus, if the observation bits (M) is larger than sub-window
size L,, the length of overlapped bits between two
consecutive sub-windows is determined by N, =

[ (LN, — M)/ (N,
1-MASE can provide approximately /V,-fold diversity gain,
relative to MASE. Since the I-MASE needs to know the
fading rate of the channel, the other simple approach referred
to the modified MASE (M-MASE) is that without the
estimation of the fading rate, the sufficiently given

—1)]. It is expected that the

observation bits are partitioned into two consecutive sets of
the received signals. With the observation bits more than
coherence time, there may exist two times diversity effects.
Note that without partitioning the observation bits, the
M-MASE and I-MASE algorithms are the same as the
MASE. The MAI and noise covariance matrix used in MASE,
M-MASE and I-MASE algorithms is estimated as the average
of those estimated from each antenna output, as shown in
(21). Hence, the MASE, M-MASE and I-MASE require

(19)

a’l,l( )Q 01,1(#)'*'”'1,—1( )Q a’l,-l(/J’)

-~

oo (o G b ‘1)+a{f_1f2‘1&(_”;"’)} )

MP> N, MP/2 > Nand L_P > N,respectively, so that

Qis nonsingular with probability one. On the other hand,
their computational complexities are approximately
O(N*+ P(M+1)N?), O(N*+2P(M/2+1)N?) and
0(N3+PQ(L3+1)NQ), respectively.

An interesting future subject is to expand the proposed
I-MASE algorithm into multipath fading MIMO channels.
Extension of the I-MASE restricted to one-path in this paper
to the frequency selective multipath fading channel could
involve deriving a timing estimator based on multipath
channel model and solving a multidimensional search for
multipath’s delays, which would require highly expensive
computations. Furthermore, it would be simplified to the
successive optimization problem of the cost function for
increasing numbers of multipath delays.

IV. Simulation Results

The performance of the timing estimators in each
simulation was obtained from 2,000 Monte-Carlo runs. The
simulated system uses Gold sequences with N=31 chips per
bit operating over single path time-varying fading channels
with arbitrary delays randomly generated for each un. The
near-far ratio (NFR) is defined as P,/ P, for k=2,3, -+, K.
The timing offset ;, and data bits of all users are independent
of each other. It is assumed that the PAS is uniformly
distributed and the mean DOA is uniformly distributed over

[—n/3, x/3]. White Gaussian noise passes through a
third-order low pass filter in order to generate the fading
processes that are independent standard Rayleigh fading

915
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processes [23]. The Doppler rate of the fading channel is
denoted by f,, which is defined as f, = v f,/c where v, f,
and ¢, respectively, are mobile speed, carrier frequency and
speed of light. In these simulations, the data rate is assumed to
be 9,600 bps. The fading process o (m) is independently
generated for each antenna. When estimate 7, produced by
the timing estimators over single path Rayleigh fading
channels is less than a half chip duration away from the true
delay of the corresponding path, there is a correct acquisition.
Mean acquisition time (MAT) performance is also considered
to measure the average time needed for acquisition process,
which can be given by 74, = M/ P, [3] where P, is the
acquisition probability and the time to request a new preamble
in case of misacquisition is set to zero. Using the knowledge
of the channel fading rate as in I-MASE algorithm, the
improved equal-gain combining correlator (IEC-Correlator)
based on multiple antennas, which is computationally simple,
is employed for comparison, as the following:

lyafy(r)’ }
= _— 27
T, =arg ma.xn{ TCIE 27

R 1 A&

= par; B 5
If there is no overlap in sub-windows, an equal -gain
combining correlator (EC-Correlator) is obtained. Note that
the fading rate of the channel is assumed to be known for
[EC-Correlator and I-MASE. EC-Corelator and
IEC-Correlator require that the training sequence consists of

(g—1)L,+1) (28)

all ones.

We first investigate the impacts of different observation
and training window sizes on the acquisition and MAT
performance. Fig. 1 and 2 plot the acquisition probability and
MAT, respectively, of the desired signal as the length of
observation bits is varying for P=2 antennas, £, , /N, =0
dB, K=20 users, NFR=10 dB, a normalized Doppler rate
f.T=0.0104 (i.e., carrier frequency = 900 MHz, symbol

rate = 9.6 kHz, and mobile speed = 100 km/h),
antenna spacing D{(=d/A\)=

Sy =2" and
4. The use of increasing
observation window size in an excess of around the fading

coherence time does not improve the acquisition performance
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of the MASE as well as EC-Correlator. Because in fact the
fading process is time varying, the estimate D% in MASE

is not the exact value of the fading process, but the average
one of it and hence could not be better ones even for much
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larger observation bits. That's why the acquisition
performance of the MASE is not better even when the
observation window length is larger than the coherence time.
In contrast, the IEC-Comelator and I-MASE get better
acquisition as the number of observation bits increases. It is
shown that since the M-MASE takes into account the time
diversity due to time-varying fading effect which can be used
for better estimates of the and , it gives much better MAT as
well as acquisition performance than MASE for the same
length of observation bits. It is pointed out that the MASE has
the largest acquisition performance with observation window
of around 60 bits which is approximately corresponding to the
channel coherence time for f,7'=0.0104, whereas the
M-MASE has the maximum performance for about 120
observation bits approximated twice the fading coherence
time.

In the next experiment, we examine the effects of antenna
spacing on the acquisition and MAT performance. In Fig. 3
and Fig. 4, it is seen that the timing estimators for antennas
with larger separation perform better than the corresponding
algorithms for closer antennas. It is observed that as the
antenna spacing D increases, the acquisition performance
slightly increases and the MAT gets better. It is due to the
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gain of spatial diversity since the wide antenna spacing makes
the fading correlation among antenna elements small. It is
shown that the presence of spatial decorrelation is beneficial
to acquisition and MAT performance of all code-timing
estimators.

Now, we evaluate the sensitivity of timing estimators to
the time-variation of the channel. Fig. 5 shows the effects of
channel fading rate f, on the acquisition performance of

all algorithms. As the fading rate increases, the acquisition
performance of all algorithms is getting worse. However,
even though the fading rate is as large as 200 Hz, the
M-MASE is still much better than MASE. It is shown that the
EC-Correalor, MASE and M-MASE are highly sensitive to
the fading rate whereas the IEC-Correalor and I-MASE are
more robust. Note that the MASE has a similar performance
to M-MASE and I-MASE for very slow time-varying
fading. This result could be also obtained when the data rate is
high and the vehicle velocity is low, and hence the normalized
Doppler rate is small. Therefore, the improvement through
I-MASE in such a scenario is slight. However, if the vehicle
velocity goes higher even for high data rate, -MASE and
M-MASE could be applied to improve the acquisition
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performance. If the maximum Doppler frequency is known,
the I-MASE algorithm utilizing sub-windows which can be
obtained by the estimated coherence time may be more
effective when using observation bits with much more than
the coherence time. Doppler frequency estimator could be
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used to get the estimate of fading rate for 'MASE algorithm
and the investigation of robustness to the estimation errors
could be extended, but we do not consider it in this work. Fig.
6 shows the acquisition performance as a function of AS
when P=2 antennas, F, , /Ny =0 dB, K=20 users, NFR=10
dB, M=80 bits, f,7'=0.0104 and D=0.5. It is found that as
the angular spread increases, or as the spatial correlation
decreases, the acquisition performance is slightly improved.

V. Conclusions

An efficient algorithm for an approximate ML approach of
estimating the code-timing of a desired user for DS-CDMA
systems is developed to exploit both space and time domains
in flat fading charmels. In order to better exploit the
time-varying property of the fading process, the I-MASE and
M-MASE algorithms are presented. The code-timing
estimate of desired signal is obtained by finding the zeros of
which
efficient. We have considered multiple antennas partially

second-order  polynomials, is computationally
correlated in space, which could experience the case between
two extreme cases of spatial fading correlation, the case of
uncorrelated fading and the case of fully correlated one. The
acquisiion and MAT performance of the proposed
algorithms is presented in the presence of correlated Rayleigh
fading channels. The M-MASE algorithm much more
improves the acquisition and MAT performance of the
MASE in the time-varying fading channels. It is observed that
the M-MASE algorithm significantly improves the
acquisition performance over the correlator based on multiple
antennas in the multiuser environments with near-far situation

on the time-varying Rayleigh fading channels
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