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Investigating the Impact of Contextual Data Quality on
Decision Performance

Won-Jin Jung, Jong-Weon Kim

The effects of information quality and the importance of information have been reported in the Information
Systerns (IS) literature. However, little has been leamed about the impact of data qudiity (DQ) on decision
performance. Recognizing with this problem, this study explores the effects of contextual DQ on decision
performance. To examine them, a laboratory experiment was conducted. Based on two levels of contextual
DQ and two levels of fask complexity, this study had a 2 x 2 factorial design. The dependent variables
used to measure the outcomes of decision performance were problem-solving accuracy and time. The
resulfs demonstrated that the effects of contextual DQ on decision performance were significant. The findings
suggest that decision makers can expect to improve their decision performance by enhancing contextual
DQ. This research not only extends a body of research examining the effects of factors that can be tied
fo human decision-making performance, but also provides empirical evidence to validate and extend

Delone and Mclean's IS success model,
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I. Introduction

The knowledge management literature de-
scribes distinctions among data, information,
and knowledge. Tuomi [1999] states: “The gen-
erally accepted view sees data as simple facts
that become information as they are combined
into meaningful structures, which subsequent-
ly become knowledge as meaningful informa-
tion is put into a context and when it can be
used to make predictions” (p. 103). Similarly,
Davenport [1997] note that data are simple ob-
servations of states of the world, and infor-
mation is data endowed with relevance and
purpose. Wiig [1993] also emphasizes that in-
formation consists of facts and data that are
organized to describe a particular situation or
condition. Based on these views, it seems clear
that data is a prerequisite for information and
information can be created from its raw data.

In the IS literature, information quality is
one of two major dimensions for evaluating the
success of information systems [Delone and
McLean, 1992; 2003} and decision quality is a
function of information quality [Stephenson,
1985]. While the effects of information quality
and the importance of information have been
studied in IS literature, little has been learned
about the impact of data quality (DQ) on deci-
sion performance. In addition, while there are
many empirical studies about the factors that
can be tied to decision performance, such as
information technologies (e.g., DSS) [Benbasat
et al., 1993; Eierman et al., 1995; Sharda et al.,
1988], decision-maker capability [Benbasat and
Taylor, 1982, Dhaliwal and Benbasat, 1996;
Gregor and Benbasat, 1999; Nah et al., 1999],
and decision strategy [Silver, 1990], little em-

pirical evidence and understanding of the im-
pact of data quality on decision performance
has been documented. Thus, the purpose of
this study is to empirically examine the rela-
tionship between data quality (DQ) and deci-
sion performance. The research question of this
study is: how does data quality influence deci-
sion performance?

Wang and Strong [1996] conducted a two-
stage survey and a two-phase sorting study to
develop a hierarchical framework for organiz-
ing data quality dimensions. This framework
captures four dimensions of data quality that
are important to data consumers. Intrinsic DQ
denotes that data have quality in their own
right. Contextual DQ highlights the require-
ment that data quality must be considered
within the context of the task at hand. Specifi-
cally, they define high-quality contextual data
as data that can add value because it is rele-
vant, timely, complete, and appropriate in terms
of amount. Representational DQ and accessibility
DQ emphasize the importance of the role of
systems.

Strong et al. [1997] studied 42 data quality
projects and found contextual DQ problems in
practice. Their closer examination revealed
three underlying causes for data consumers’
complaints that available data does not sup-
port their tasks: missing data, inadequately de-
fined or measured data, and data that could
not be appropriately aggregated. Since it is not
well understood whether these contextual DQ
problems affect problem-solving performance
in decision-making settings, it would be worth
investigating the effects of contextual DQ. For
this study, we chose to focus on a single aspect
of data quality, namely contextual DQ. In addi-
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tion, incomplete and irrelevant data could in-
crease the level of task complexity, which in
turn has a negative impact on decision per-
formance. Thus, this study empirically explores
how contextual DQ and task complexity simul-
taneously affect decision performance.

The remainder of this study is organized as
follows. In section II, literature review and hy-
potheses are presented in detail. Section HI de-
scribes the research methodology adopted for
this study. In section IV, the results and find-
ings are discussed. Finally, section V con-
cludes and discusses the study.

II. Theoretical Background
and Hypothesis
Development

2.1 Information Quality

Since the beginning of the computer age, IS
researchers have addressed the issue of the
quality of information. During the earlier phas-
es of information quality research, IS researchers
focused on the quality of the information sys-
tems output primarily in the form of reports
[DeLone and McLean, 1992]. Gallaher [1974]
used several information quality items to mea-
sure the value of a group of IS reports. The
items included relevance, informativeness, use-
fulness, and importance. Larcker and Lessig
[1980] measured the perceived importance and
usableness of information presented in reports
for their study. Other IS researchers considered
report format as an information quality meas-
ure [Zmud, 1978; Olson and Lucas, 1982]. In
addition, IS researchers highlighted the multi-
faceted nature of information quality. Ahituv

[1980] used five information characteristics to
measure information value: accuracy, time-
liness, relevance, aggregation, and formatting.
To develop a composite measure of informa-
tion value, King and Epstein [1983] used vari-
ous information attributes such as sufficiency,
understandability, freedom from bias, relia-
bility, decision relevance, comparability, and
quantitativeness.

livari and Koskela [1987] used various in-
formation quality criteria to measure users’ in-
formation satisfaction. Their items included
relevance, comprehensiveness, recentness, ac-
curacy, credibility, convenience, timeliness, in-
terpretability, and adaptability. More recently,
IS researchers examined the relationship be-
tween information quality and individual per-
formance [Etezadi-Amoli and Farhoomand,
1996; Seddon and Kiew, 1994; Teo and Wong,
1998; Wixom and Watson, 2001]. Their studies
provided strong support for the effects of in-
formation quality on individual performance.
However, since this large base of previous re-
search on information quality has given little
consideration to the effects of contextual data
quality on decision performance, this study
may add incremental information to existing

information quality research.

2.2 Decision Performance

Many IS researchers have investigated the
impact of information (systems) on decision
performance. In an experimental study of the
impact of information presentation, Lucas and
Nielsen [1980] measured learning, or rate of
performance improvement, as a dependent vari-
able. Other researchers adopted decision effec-
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tiveness as the dependent variable in their in-
formation systems laboratory experiments.
Various dimensions of decision effectiveness
within the context of laboratory experiments
include the average time to make a decision
[Benbasat and Dexter, 1986; Benbasat and
Schroeder, 1977; Chervany and Dickson, 1974],
the confidence in the decision made [Chervany
and Dickson, 1974], the number of reports re-
quested [Benbasat and Dexter, 1979], and mem-
ber participation in group decision making
[DeSanctis and Gallupe, 1987].

On the other hand, DeLone and McLean
[1992] provided a comprehensive literature re-
view on individual performance (see <Table 1>).
In their study, they stated that “individual im-
pact” could be an indication that an infor-
mation system, which produces information,
has given the user a better understanding of
the decision context, has changed the decision

maker’s perception of the importance or use-
fulness of the information, and has improved
his or her decision-making productivity. Further-
more, they concluded that “information (sys-
tems) quality” and “individual impact” are in-
terrelated and interdependent. That is, their IS
success model shows that system quality and
information quality singularly and jointly af-
fect both system use and user satisfaction that
are direct antecedents of individual impact,
which in turn impacts organizational perfor-
mance.

With the primary purpose of empirical test-
ing and validation of the D&M IS Success
Model, the several studies that tested the rela-
tionships between “information quality” with
“user satisfaction” and “individual impact”
found those associations to be statistically sig-
nificant [Seddon and Kiew, 1994; Etezadi-
Amoli and Farhoomand, 1996; Igbaria and Tan,

<Table 1> Empirical Measures of Individual Impact [DeLohe and McLean, 1992}

DeSanctis and Jarvenpaa | Table vs. graphs: 75 MBA . .

[1985] students Lab | Decision quality, forecast accuracy

Dickson, DeSanctis, and | Graphics Systems; 840 Lab Interpretation accuracy, decision

McBride [1986] undergraduate students quality

Vogel, Lehman, and Graphical presentation system; Lab Change in commitment of time and

Dickson [1986] 174 undergraduate students 2 money

Watson and Driver Qraphlca.l presentation of Immediate recall of information,
information; 29 undergraduate | Lab . .

[1983] : delayed recall of information
business students

Aldag and Power [1986] | DSS; 88 business students Lab User c'onfldence, quality of decision

analysis
Goul, Shane, and Tonge | Knowledge-based DSS: one Ability to identify strategic
L Lab L

[1986] university, 52 students opportunities or problems

Grudnitski [1981] Pl 18 and control system: Lab | Precision of decision maker’s forecast
65 business students

King and Rodriguez Strategic system; one Worth of information system, quality

L7 Lab . -
[1981] university, 45 managers of policy decisions
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1997; Guimaraes and Igbaria, 1997; Yuthas and
Young, 1998; Torkzadeh and Doll, 1999].

Despite many decision performance studies
that examined the effects of information (sys-
tems) on individual performance, there is still
no empirical support for the relationship be-
tween data quality and individual performance.
Therefore, this research examines the effects of
data quality, especially contextual DQ, on deci-
sion performance by employing the conceptual
framework of DQ proposed by Wang and
Strong [1996].

2.3 Contextual Information

Context information is most useful for not
only information retrieval (IR) functions [Brown
and Jones, 2001; 2002], but also browsing tasks
[Dourish et al., 1993; Park and Kim, 2000]. IR
systems are concerned with the finding of in-
formation, often in the form of text documents
[Brown and Jones, 2001]. According to Brown
and Jones, at one time, IR systems were almost
exclusively the domain of the librarian.
However, the advent of the World Wide Web
(WWW) has changed this situation radically,
and many people are now familiar with the use
of IR systems in the form of web search en-
gines. In a later study, they found that the use
of context information leads to improvements
in precision and retrieval speed [Brown and
Jones, 2002]. Jul and Furnas [1997] also asserted
that context information plays an important
role for effective information retrieval because
each retrieval process takes place in a partic-
ular information environment and is tied to the
specificity of the environment. Dourish et al.

[1993] studied two information systems, one

paper-based and one electronic, managing sim-

ilar information within the same organization.

In addition to the fact that the availability of
contextual information makes browsing much
more productive, they also found that in-
formation retrieved from these systems is in-
terpreted subjectively by individuals, and point
to contextual information contributing to this
interpretation. That is, they addressed the im-
portance of contextual information, which caus-
es the same information to be interpreted in
different ways once retrieved. Since this inter-
pretation is critical in decision-making, it must
be perceived to be correct and pertinent if in-
formation is to be of use to an individual. Thus,
they emphasized that contextual information
acts as resources in the process of interpreting
the information.

Based on these views, it could be possible
to infer that decision-makers can benefit from
high-quality contextual information because it
can increase the efficiency and effectiveness of
browsing and retrieval processes, as well as in-
formation interpretation processes. In other
words, if the system provides high-quality con-
textual information, then problem-solving per-
formance may be improved due to the im-
proved efficiency and effectiveness of brows-
ing, retrieval, and interpretation processes for
the information necessary to make decisions.
In the same way, if the system provides high-
quality contextual data, then the better effi-
ciency and effectiveness of browsing, retrieval,
and interpretation processes may also act as re-
sources in the process of decision-making,
which make the difference between a person
with high-quality contextual data and a person

with low-quality contextual data. Therefore,
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when a person is given high-quality contextual
data for the experimental problem-solving tasks,
a positive effect of contextual data quality on
decision performance is expected. Based on the
above discussion, the following hypotheses are
proposed.

HI: Regardless of the levels of task complexity,
subjects with high-quality contextual data
will require less time than subjects with
low-quality contextual data.

Hla: Subjects with high-quality contextual
data for simple task will require less
time than subjects with low-quality
contextual data for simple task.

Hilb: Subjects with high-quality contextual
data for complex task will require less
time than subjects with low-quality
contextual data for complex task.

H2: Regardless of the levels of task complexity,
problem-solving with high-quality con-
textual data will lead to an increase in
problem-solving accuracy compared to pro-
blem-solving with low-quality contextual
data.

H2a: Problem-solving with high-quality con-
textual data for simple task will lead
to an increase in problem-solving accu-
racy compared to problem-solving with
low-quality contextual data for simple
task.

H2b: Problem-solving with high-quality con-
textual data for complex task will lead
to an increase in problem-solving ac-
curacy compared to problem-solving
with low-quality contextual data for
complex task.

2.4 Task Complexity

Task complexity is defined as the degree of
cognitive load or mental effort required to
identify and/or solve a problem [Payne, 1976].
Wood [1986] suggests that complexity is a
function of the number of acts that must be
executed and the number of information cues
that must be processed when performing a
task. Thus, tasks are considered more complex
as the number of acts and information cues
increases. In an information retrieval context,
task complexity increases as the number of po-
tential solutions increases because decision
makers must evaluate each potential solution
if they want to get the most effective or accu-
rate result [Campbell, 1988; Newell and Simon,
1972]. Rossano and Moak [1998] also suggest
that mental workload increases as more data are
evaluated and retained in working memory.

In addition, multi-criteria tasks are consid-
ered more complex than the elementary tasks
[Crossland et al., 1995; Jankowski, 1995; Swink
and Speier, 1999]. Since multi-criteria tasks
have a set of alternatives and a set of criteria,
the decision maker must perform a series of
information acquisition tasks and a series of in-
formation evaluation tasks. As more alter-
natives and criteria are added to the problem,
more information must be processed and the
task becomes more difficult [Newell and Simon,
1972].

Information systems are widely used to sup-
port decision-making tasks, particularly when
solving complex problems. These complex tasks
typically involve high cognitive loads that re-
quire significant attention and efforts, which
provide detrimental influence on computer-
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based decision making [Baccker et al., 1995;
Robinson and Swink, 1994; Swink and Robin-
son, 1997]. In their data warehousing study,
Speier and Morris [2003] demonstrated that de-
cision maker performance was more accurate
when task complexity was low. More recently,
Roberts ef al. [2004] investigated the effect of
varying project complexity on the group inter-
action processes of IT project teams. The proj-
ects had two complex tasks and a less complex
development task. They found that project
complexity can affect the group interaction
process. That is, as IT projects become more
complex, more problems can lead to project
failure.

Prior research has shown that as task com-
plexity increases, task difficulty increases and
at the same time decision makers take more
time and produces less accurate outcomes.
Based on the above discussion, the following
hypotheses are presented.

H3: Regardless of the levels of contextual data
quality, subjects with simple task will re-
quire less time than subjects with complex
task.

H3a: Subjects with high-quality contextual
data for simple task will require less
time than subjects with high-quality
contextual data for complex task.

H3b: Subjects with low-quality contextual
data for simple task will require less
time than subjects with low-quality
contextual data for complex task.

H4: Regardless of the levels of contextual data
quality, subjects with simple task will
make more accurate decisions than sub-
jects with complex task.

H4a: Subjects with high-quality contextual
data for simple task will make more
accurate decisions than subjects with
high-quality contextual data for com-
plex task.

H4b: Subjects with low-quality contextual
data for simple task will make more
accurate decisions than subjects with
low-quality contextual data for com-
plex task.

[I. Research Methodology
3.1 Experimental Design

Since a laboratory environment provides the
control necessary to understand the causal re-
lationship between the aspect of data quality
(DQ) and the effects on decision performance,
a laboratory experiment was appropriate for
this study. In order to examine the proposed
relationship, contextual data at two levels of
quality (e.g., high vs. low) for both simple and
complex tasks was given to subjects. That is,
based on the two factors, contextual DQ (high
vs. low) and task complexity (simple vs. com-
plex), a2 x 2 factorial design was implemented
to test the hypotheses. The various attributes
of data quality (e.g., aggregated data, missing
(incomplete) data, and irrelevant data) were
used to map to the data type. Thus, contextual
data at two levels of quality for both simple
and complex tasks was operationalized by us-
ing these attributes of data quality.

Because different groups of subjects used da-
ta in the different combinations of contextual
DQ and task complexity, decision performance

was expected to vary depending on the combi-
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nations of data quality and task complexity.
Each subject’s decision performance was as-
sessed based on predetermined measurement,
and decision performance referred to solution
time and the accuracy of problem-solving that
most accomplished the objective for the deci-
sion task. Thus, the goal of the experiment to
identify the effects of data quality on decision
performance could be achieved.

A Web-based simple system to deliver the
contextual data to the subjects was developed
using the latest version of Web programming
languages, Hyper Text Markup Language
(HTML) and Practical Extraction and Report
Language (PERL). The system developed for
this experiment can be viewed as a surrogate
of the data access tools that are being used in
various functional areas in industry because
the subjects accessed data through this system.

3.2 Procedures

The experimental task for this study asked
subjects to solve a decision problem. The deci-
sion task and a set of data were given to them.
The data set given to the subjects was fit for
the decision task and delivered to them by a
Web-based simple data access system devel-
oped for this study. The subjects were assigned
randomly to one of the four treatments. In or-
der to help subjects understand the decision-
making rules for the task, an example to simu-
late the decision-making rules was provided.
After that, the subjects were provided with an
answer sheet to record their solutions as they
performed the task. Next, with the data set and
the task, the subjects made decisions. Finally,
this study observed the effects of the various

treatments on decision performance.

3.3 Controls

Kerlinger and Lee [2000, p. 170] state: “An
‘ideal” experiment is one in which all the fac-
tors or variables likely to affect the experi-
mental outcomes are controlled.” According to
them, if we know all these factors in the first
place and can make efforts to control them in
the second place, then we will have an ideal
experiment. However, we can neither know all
the pertinent variables, nor can we control
them even if we know them. The variables that
were expected to influence the experimental
outcomes of this study were subjects’ capa-
bility, characteristics, and decision strategy. The
best way to control these factors was to keep
almost all of these potential extraneous var-
iances at a minimum. Randomization was ex-
pected to accomplish this goal. The basic pur-
pose of random assignment is to apportion sub-
jects (objects, groups) to treatments [Kerlinger
and Lee, 2000]. For the experiment, every effort
was made to apportion subjects to treatments
randomly. Therefore, it was believed that in-
dividuals with varying characteristics were
spread approximately equally among the treat-
ments so that variables that might affect the
dependent variable, other than the experimen-
tal variables, had equal effects in the different
treatments.

One of important sources of extraneous var-
iance is the possible effect of the measurement
procedure, which is called reactive measures
because they themselves cause the subject to
react [Campbell, 1957]. For example, partic-
ipants can learn in any given time, and the
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learning may affect dependent variable mea-
sures. That is, if participants are exposed to more
than one experimental treatment condition, then
they are more likely to learn later things that
were included in the experiment. Consequently,
participants become more efficient over time,
and thus the later measurements are more accu-
rate than earlier one. In short, if participants are
exposed to more than one treatment condition,
performance on later trials is affected by per-
formance on earlier trials. Hence, observed
changes in dependent variable measures may be
due to learning effects. Because of learning ef-
fects, the subjects participated in this experiment
were exposed to only one out of four experi-
mental treatment conditions.

3.4 Independent Variables

Two levels of task complexity and two levels
of contextual DQ were operationalized as in-
dependent variables.

3.4.1 Task Complexity

The decision task created by Jarvenpaa
[2003] was used for this laboratory experiment,
with some minor adjustments. It asks subjects
to select a site for the construction of a Chinese
restaurant. While the complex task asked sub-
jects to select a site from among five alternative
sites in which to locate a Chinese restaurant,
the simple task asked subjects to select a site
from among three alternative sites. The com-
plex task had five factors for each site, while
the simple task had three factors for each site.
The factors were very important in deciding
where the restaurant should be located. The

scores for the factors were predetermined.

Two levels of task complexity (high and
low) were used for this study. The degree of
task complexity was manipulated by the num-
ber of problems in the task. The task required
simple arithmetic calculations based on the de-
cision criteria (factors) and decision choices (al-
ternative sites for the restaurant). Specifically,
the simple task with 24 problems required sub-
jects to sum the scores over the three years for
each factor. After averaging the summed scores
for each factor, subjects were asked to sum the
average scores for each site. Finally, they were
asked to select a site that overall performs the
best from among three alternative sites.

The complex task with 80 problems required
subjects to average the scores over the three
years for each factor. In addition, subjects were
asked to assign a weight for each factor. After
that, they were asked to evaluate the sites by
pair-wise comparison (always comparing two
sites at a time) with the weighted scores and se-
lect the site that wins the last comparison by
having the largest number of factors of higher
weighted value. That is, subjects were requested
to rank the sites according to the predefined deci-
sion rules and the weighted scores of each factor.

3.4.2 Contextual Data Quality

Attaining high-quality contextual data is a
research challenge [Madnick, 1995; Strong et
al., 1997], because tasks and their contexts vary
across time and data consumers [Wang and
Strong, 1996]. Strong et al. [1997] found three
main causes in general for data consumers’
complaints that available data does not sup-

port their tasks: missing (incomplete) data, in-
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adequately defined or measured data, and data
that could not be appropriately aggregated.
Based on their findings, it seems possible to
infer that providing data consumers with rele-
vant, complete, and aggregated data may add
value to the tasks of data consumers and may
be one of the ways to solve the contextual DQ
problems. In addition, according to the frame-
work of data quality [Wang and Strong, 1996,
one of the contextual DQ attributes is an ap-
propriate amount of data. Therefore, providing
problem solvers with an appropriate amount
of data relevant to the tasks of data consumers
could be another way to solve the contextual
DQ problems.

The second independent variable is con-
textual data at two levels of quality, referred to
as high and low. The subjects supported with
an appropriate amount of relevant, complete,
and aggregated data were considered as being
assigned to the experimental treatment of high-
quality contextual data. On the other hand, the
subjects considered as being assigned to the
treatment of low-quality contextual data were
given a limited amount of contextual data. That
is, no aggregated data was given to the subjects
who were assigned to the treatment of low-
quality contextual data. In addition, they used
irrelevant and incomplete data (see Appendix
A). For example, a couple of numbers in the da-
ta set given to the subjects was missing. There-
fore, the subjects had to go through extra steps
to infer the information necessary to make de-
cisions.

3.5 Dependent Variables

The dependent variable of this study is deci-

sion performance. Decision performance was
operationalized as the accuracy of problem-
solving and solution time. Problem-solving ac-
curacy was measured by the number of correct
answers from the correct solutions. That is,
problem-solving accuracy was measured by di-
viding the number of correct answers by the
number of total problems and expressing the
result as a percent of the correct solution.

This study measured solution time as the to-
tal time in seconds the subjects required to se-
lect the best site from the candidates. That is,
solution time was measured from the time
when the subjects began working on the task
until they recorded their solutions on their an-
swer sheet and logged out of the system. Fisher
et al. [2003] distinguished between time con-
straints and time pressure. According to them,
a time constraint is a specific allotment of time
for making a decision, while time pressure is
a subjective reaction to the amount of time
allotted. Because time factors, pressure or con-
straints, affect decision-making [Ahituv ef al.,
1998; Austin, 2001; Zakay and Wooler, 1984;
Dukerich and Nichols, 1991], subjects were not
informed of any time expectation for this ex-
periment.

IV. Research Findings

A total of 40 undergraduate students from
various academic programs at two large uni-
versities participated in the experiment and
they were randomly assigned to one of the four
treatments. Of the participants, 60 percent were
male, and 71 percent were younger than age
25. The average age of participants was 23.9
years. The number of years in college was 2.5
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years. Two-thirds of the participants were ma-
joring in business administration.
Problem-solving accuracy and time were
each analyzed with two-way ANOVAs. The
tests were carried out at a 95% confidence
level. SPSS 12.0 for Windows was used for the
data analysis. Between-groups analysis of var-
iance (ANOVA) tests were performed to cap-
ture any between-group variation across treat-
ments. The descriptive statistics for the depen-
dent variables are summarized in <Table 2>.

The interaction effect on problem-solving

time between task complexity and contextual
DQ was significant (p = .029, see <Table 3>).
In addition, the results of the two-way
ANOVA for time showed that the main effects
of task complexity (p =.000) and contextual DQ
(p = .000) were significant (see <Table 3>). Since
the interaction effect on problem-solving time
between task complexity and contextual DQ
was significant, two one-way ANOVAs were
performed for these variables. The one-way
ANOVAs for time confirmed the significant
main effects of task complexity (F = 108.549,

<Table 2> Descriptive Statistics for Problem-Solving Performance

Solution Accuracy: (a higher score implies greater accuracy)

Mean 97.917 47.500 97917 74.444
Std. Dev. 4.0493 251692 1.6536 16.2993
n 10 10 10 10

Solution Time: (minutes: seconds)
Mean 0:07:59 0:12:45 0:22:22 0:33:18
Std. Dev. 0:02:40 0:02:09 0:06:59 0:03:01
n 10 10 10 10

<Table 3> ANOVA Table for Two-Way Analysis of Problem-Solving Time: Task Complexity by
Contextual DQ

Corrected Model 24092401
Intercept 132295964
COMP 18018663
CONT 5730386
COMP * CONT 343351
Error 6873879
Total 163262245
Corrected Total 30966280

8030800 88.791 .000
132295964 1462.71 000
18018663 199.221 .000
5730386 63.357 .000
343351 3.796 029
90445

Note) * R Squared = 232 (Adjusted R Squared = .202)
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<Table 4> ANOVA Table for Two~-Way Analysis of Problem-Solving Accuracy: Task Complexity by
Contextual DQ

Corrected Model 18256 6085.347 7.658 .000
Intercept 271833 271833.472 342.069 .000
COMP 483 483.472 .608 438
CONT 17750 17750.868 22.337 .000
COMP * CONT 21 21.701 027 869
Error 60395 794.674

Total 350484

Corrected Total 78651

Note) " R Squared = .232 (Adjusted R Squared = .202).

p = .000) and contextual DQ (F = 17.712, p =
.000). The results indicated that the simple task
was solved more quickly than the complex
task. Therefore, H3 was supported. Also con-
sistent with expectations, subjects using high
contextual DQ took less time than subjects us-
ing low contextual DQ. That means, regardless
of the levels of task complexity, problem-solv-
ing times with high contextual DQ were sig-
nificantly shorter than with low contextual DQ.
Therefore, H1 was supported.

The two-way ANOVA for problem-solving
accuracy revealed no significant interaction ef-
fect between complexity and contextual DQ (p
= 869, see <Table 4>). However, the ANOVA
on problem-solving accuracy found a sig-
nificant main effect for contextual DQ (p = .000,
see <Table 4>). Therefore, H2 was supported.
Surprisingly, the results of ANOVA for prob-
lem-solving accuracy showed that there was no
significant main effect of task complexity for
problem-solving accuracy (p = 438, see <Table
4>). Subjects completing the complex task had
comparable problem—solvingv accuracy to those
completing the simple task. That means, the

subjects assigned to the complex task were evi-
dently able to handle additional task complex-
ity without significant detriment to problem-
solving accuracy. Thus, H4 was rejected.

<Table 5> Summary of Hypotheses Testing

HI |F=17.712 000 | Supported
Hla F =19222 | P = .000 | Supported
Hi1b F =20693 | P =..000 | Supported
H2 F = 22337 = .000 | Supported
H2a F =39112 | P = .000 | Supported
H2b F = 18474 | P = .001 | Supported

H3 = 108.549 = .000 | Supported
H3a F = 36.037 = .000 | Supported
H3b F = 3110 = .000 | Supported
H4 F = .608 = 438 | Rejected
H4a F =923 = 349 | Rejected
H4b F = 3775 = 069 | Rejected

However, it is interesting to note that fhe
main effect of task complexity was significant
for problem-solving time. These confounding
results suggest that because there was no time

constraint, that is, there was no specific allot-

52 AHERSAHT

H 153 w35



A& dloje EEO| oMY Mufo] nlXE ¥F

o

ment of time for making a decision, subjects
used as much time as they needed to complete
the complex task while keeping problem-solv-
ing accuracy as high as possible. Therefore,
these unexpected results may imply the ex-
istence of accuracy-time trade-offs only in the
effect of task complexity. <Table 5> presents
the results of testing the hypotheses of this
study.

V. Conclusions and
Discussion

5.1 Discussion of Findings

For problem-solving accuracy, the inter-
action between task complexity and contextual
DQ was not significant (p = .869), indicating
these two variables do not jointly affect prob-
lem-solving accuracy. This is likely due to the

_insignificant main effect of task complexity (p
= .438) on problem-solving accuracy. A more

in-depth investigation was performed to see
how the effect of contextual DQ might differ
in different levels of task complexity. There
was a significant mean difference between
high (71.250) and low (40.417) contextual DQ
in the effect of the simple task (see <Table 6>).
That means, problem-solving using low con-
textual DQ led to lower problem-solving accu-
racy compared to problem-solving using high
contextual DQ. There was also a significant
mean difference between high (75.125) and low
(46.375) contextual DQ in the effect of the com-
plex task (see <Table 6>). That means, prob-
lem-solving using low contextual DQ led to
lower problem-solving accuracy compared to
problem-solving using high contextual DQ.
Based on these results, it could be possible to
infer that these significant differences resulted
from the significant main effect of contextual
DQ on problem-solving accuracy.

However, the difference between the con-
textual DQ effect in the simple task effect (e.g,,

<Table 6> Table for Mean Values of Problem-Solving Accuracy: Task Complexity by Contextual DQ

. High 71.250 4.286 62.705 79.795
Simple Task
Low 40.417 4.286 31.872 48.962
. High 75125 4.286 66.580 83.670
Complex Task
Low 46.375 4.286 37.830 54920

<Table 7> Table for Mean Values of Problem-Solving Time: Task Complexity by Contextual DQ

. , High 10:09 04:13 08:11 12:06
Simple Task -
Low 16:53 06:11 14:56 18:50
High 23:47 05:38 21:50 25:44
Complex Task
Low 34:53 03:31 32:56 36:50
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71.250 - 40417 = 30.833) and the contextual DQ
effect in the complex task effect (e.g., 75.125 -
46.375 = 28.750) was not significant (e.g., 30.833
-28.750 = 2.083). It appears that this insignif-
icant difference resulted from the insignificant
main effect of task complexity. Thus, the insig-
nificant main effect of task complexity on
problem-solving accuracy led to the insignif-
icant interaction between task complexity and
contextual DQ despite the significant con-
textual DQ effect on problem-solving accuracy.

A two-way interaction between-groups
ANOVA was executed to capture any inter-
action between-group variation across treat-
ments for problem-solving time. The interaction
between task complexity and contextual DQ
was significant (p = .029), indiéating these two
variables jointly affect problem-solving time.
The significant interaction effect between task
complexity and contextual DQ indicates that
there was significant difference in the effect of
contextual DQ on problem-solving time for both
simple and complex tasks (see <Table 7>). More
time was needed for both simple and complex
tasks with low contextual DQ than for those
tasks with high contextual DQ. Based on these
results, it could be possible to infer that low
contextual DQ made the decision tasks more
difficult to solve, which in turn required more
time. The potential explanation for these results
probably lies in the low quality contextual data
used. As expected, the low quality contextual
data used in this study includes irrelevant and
incomplete data. In addition, no aggregated da-
ta was provided. As a result, subjects using the
low quality contextual data needed additional
time to deal with the low quality contextual da-
ta as well as the decision tasks.

Another finding, the interaction effect, is that
the mean difference between high and low
contextual DQ in the effect of the complex task
is greater than the difference between high and
low contextual DQ in the effect of the simple
task (see <Table 7>). This indicates that in com-
parison to the simple task, low contextual DQ
might make the complex task more difficult to
solve, which in turn detrimentally affects prob-

lem-solving time.

5.2 Implications for Research

The findings of this study may help IS re-
searchers see the impact of contextual DQ on
problem-solving performance from a theoret-
ical point of view. The perspective offered by
several of the authors cited earlier in this paper
sees data as a set of simple, discrete, objective
facts that become information as they are com-
bined into meaningful structures or endow re-
levance and purpose [Tuomi, 1999; Davenport
and Prusak, 1998; Spek and Spijkervet, 1997;
Wiig, 1993]. Based on this perspective, this re-
search assumed that data is a prerequisite for
information and information can be created
from its raw data. DeLone and McLean [1992]
defined information quality as the quality of
the information system output and postulated
that system quality and information quality
singularly and jointly affect both system use
and user satisfaction that are direct antecedents
of individual impact. In their later study [2003],
they reviewed and analyzed over 285 articles
that referenced the original IS success model
in order to examine recent contributions to IS
success measurement. After reviewing these
studies, they proposed an updated IS Success
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Model that includes those contributions. The
changes in the updated IS Success Model are
the addition of service quality and the in-
tegration of individual and organizational im-
pacts into net benefits. According to them, as
a result of system use and user satisfaction, cer-
tain net benefits will occur. In addition, there
are many empirical studies to support the ef-
fects of information quality on individual per-
formance [Etezadi-Amoli and Farhoomand,
1996; Guimaraes and Igbaria, 1997; Igbaria and
Tan, 1997; Seddon and Kiew, 1994; Torkzadeh
and Doll, 1999; Teo and Wong, 1998; Wixom
and Watson, 2001; Yuthas and Young, 1998].
Thus, based on Delone and McLean’s model,
the assumption mentioned above, and a review
of the relevant literature, this study predicted
that improved data quality would positively
affect information quality, which affects both
system use and user satisfaction, which in turn
have an impact on net benefits including user
performance.

The results of this study showed that the ef-
fect of contextual DQ influence problem-solv-
ing efficiency and effectiveness. Thus, the find-
ings of this study are consistent with the IS
success model. However, what is lacking is a

Contextual Information

detailed model for describing how data (quali-
ty) is transformed into information (quality),
the strength of the relationship between data
{quality) and information (quality), and the
strength of the relationship between infor-
mation (quality), once transformed, and user
performance. One area for future research
would be to develop a model examining the
transformation of data (quality) into infor-
mation (quality).

In summary, although there is no consid-
erable empirical evidence in the IS literature
discussing how data (quality) transforms into
information (quality), with the assumption that
information can be created from its raw data,
the results of this study partially support the
IS success model [DeLone and McLean, 1992;
2003] in suggesting that information quality
has an impact on user performance. That
means, the analyses of research into the per-
formance of contextual DQ on problem-solving
accuracy and time show that data quality as
an antecedent of information quality has an
impact on user performance. <Figure 1> pres-
ents a model for extending the updated IS suc-
cess model by recognizing and including the
contextual aspect of DQ into the model.

Intention
To Use

Net Benefits

User
Satisfaction

Data Quality Quality \
System Quality %
Service Quality

|

<Figure 1> IS Success Model with Contextual Data Quality
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5.3 Implications for IS Practitioners

The observed main effect of contextual DQ
on problem-solving performance has im-
portant practical implications for enhancing
the efficiency and effectiveness of problem-
solving. In order to improve users’ ability to
analyze data and make decisions, systems de-
signers and managers should not only make
data available to users, but also enable users
to access better (high-quality) data. To accom-
plish this, it is recommended that systems de-
signers and managers examine the nature of
the task to be performed. They should then
support the task by providing users not only
with high-quality representational data that
matches the task [Vessey, 1991], but also with
high-quality contextual data that are complete
and relevant to the task. Large database man-
agement systems such as data warehouses
have continued to be well ingrained into the
business environment as one of the most im-
portant strategic initiatives in the information
systems field [Watson, 2001] and a dedicated
source of data to support decision-making ap-
plications [Gray and Watson, 1998]. As organ-
izations increasingly adopt distributed re-
positories such as data warehouses, it seems
clear that various kinds of valuable infor-
mation can be dispersed across the information
systems in an organization. Strong et al. [1997]
also found some contextual DQ problems
caused by integrating data across distributed
systems. Thus, in order to enable users access
high-quality data, systems designers, builders,
and database administrators should ensure the
integrity of data in such distributed data ware-
houses.

5.4 Limitations and Future
Research

Although this study provided a number of
findings and conclusions that will be useful for
improving our understanding of the impact of
contextual DQ on problem-solving perform-
ance, it is subject to the limitations of labo-
ratory research. Thus, a number of limitations
should be considered in terms of the methods
used when interpreting the findings. It is al-
most impossible to control the influence of all
potential extraneous variances by the nature of
the experimental setting, the subject pop-
ulation, the subjects’ capability and character-
istics, the decision support applications, the
task type, and the set of data used in this
study. For example, data were collected in dif-
ferent experimental sessions held in different
computer laboratories. Although every effort
was made to provide the subjects with the
same instructions consistently on how to com-
plete the task, it is possible that the subjects
might not receive the same instructions due to
different laboratory circumstances.

In addition, data were collected from a small
sample of 40 students. The findings of this
study might not generalize to a broader popul-
ation. Because a single empirical study is not
sufficient to validate the findings, further re-
search should address these limitations and
apply the findings of this study in specific con-
texts, population, and decision support tech-
nology as a whole. k

Finally, this study used college students as
subjects, many of who had no significant prob-
lem-solving experiences as compared to deci-
sion makers in practice. When significant re-
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sults are obtained in the college laboratory us-
ing students, it is useful to replicate the experi-
ment with subjects from organizations to de-
termine if the results still hold. Therefore, a
replication study adopting the same research
design could be useful as a future research
project. But, the future research should be con-
ducted with ongoing subjects from organiza-
tions. This future study may extend this study
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COMPETITIVE STITUATION
(Compits Task and Low Conetual Data Grusliy)

. Fonm the factors halow, you MUST. chapse WG factact dhat are snst rofaced with COMPELIITYE SITYATION,
3. e, yan must caleulote thn totalfor exch vite i the two uehurs
3. Thew, ¥ou rast sue the total of each site in the two factors and average the sunasd sacal for varh site,

Total Number of Businesses in | Mile

Total Number of Chinese Restaurants in 3 Miles
i 2000 2001 | 2062

TRAKEIC DRNSLCY
Complgs Task and Lo Contertoal Data Quabi)

T 2w [ o0 |
N

‘The dth quarter vatae of 2002 for Site 1, forsaing 25% of the score f 2002 fox Site 1, is nut included.
Salstios: The 4% quarter value of 3002 for Site 1 =he given mumber of 2002 For St i the fable / ¥
Then, the scote of 2002 for Site | = the g mumber of 2002 for Site | i the table + the 4 quarter vatue of 200% for Ste

‘The Ist quarter valge of 2001 for Site 2, forming 0% of the score uf 2001 for Site 2, is not included.
Sokution. The ¥ quarter value of 2001 for Site 2= the given manber of 2001 for Site 2on the table /4
‘Then, the scocx oF 2001 for Ste 2= the gren momher of 2001 For Site 2 in the table + the 1% quater value of 2001 for Stee 2
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