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THE HAJECK-RENVI INEQUALITY FOR AQSI
RANDOM VARIABLZES AND ITS APPLICATION

TAE-SUNG Kim!, M1-Hwa Ko? AND KwaNG-HEE HaAN?

ABSTRACT

In this paper we establish the Hdajeck-Rényi type inequality for asymp-
totically quadrant sub-independent random variables and derive the strong
law of large numbers by this inequality.
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1. INTRODUCTION

Let (2,F, P) be a probability space and let {X,,n > 1} be a sequence of
random variables defined on (2, 7, P). We start with definitions.
Lehmann(1996) introduced the notion of positive quadrant dependence: A
secuence {X,,n > 1} is said to be pairwise positive gquadrant dependent if, for
s,t €R,
P{X; > s,Xj >t}—P{Xi>S}P{X]’ >t} > 0, (1.1)

or
P{X; <s,X; <t} - P{X; <s}P{X; <t} >0. (1.2)

Dropping the assumption of positive dependence, but using the magnitude of
the left hand side in (1.1) and (1.2) as a measure of dependence, Birkel(1992)
introduced the notion of asymptotic quadrant independence: A sequence {Xp,}
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of random variables is called asymptotically quadrant independent(AQI) if there
exists a nonnegative sequence {g(m)} such that, for all 7 # j and s,t €R,

IP{X; > s, X; >t} — P{X; > s}P{X; > t}|

< Q(|7‘ ~j|)aij(37t)’ (13)
|P{X; < 5, X; <t} — P{X; <s}P{X; <t}
< Q(l"' _jl)ﬂij(sat)? (14)

where g(m) — 0 and oyj(s,t) > 0, B;;(s,t) > 0.

Chandra and Ghosal(1996) considered a dependence condition which is a use-
ful weakening of this definition of AQI proposed by Birkel(1992): A sequence
{Xn,n > 1} of random variables is said to be asymptotically quadrant sub-
independent(A QSI) if there exists a nonnegative sequence {g(m)} such that q(m) —
0, and for all ¢ # 7,

P{XZ > S,Xj > t} —P{Xi > S}P{X]‘ >t}

< q(|z - jl)ai,’i(sat)a s,t >0, (1'5)
P{X; <s,X; <t} — P{X; <s}P{X; <t}
< q(li = j1)Bij(s, 1), 8,2 <0, (1.6)

where a;;(s,t) and S;(s,t) are nonnegative numbers. This AQSI condition is
satisfied by asymptotically quadrant independent sequence as well as by pairwise
m-dependent and pairwise negative quadrant dependent sequences.

There are two well-known results; namely, the Kolmogorov strong law of large
numbers and the Rademacher-Mensov strong law of large numbers(e.g. Rao(1973,
page 114), Hall and Heyde (1980, page 22)). Chandra and Ghosal(1996) proved
the strong law of large numbers for sum of AQSI sequences by using an extension
of the well-known Rademacher-Mensov inequality which was derived by Chandra
and Ghosal(1993).

Héjeck and Renyi(1955) proved the following important inequality: If {X,,,n >
1} is a sequence of independent random variables with EX,, = 0 and EX?2 <
00, n > 1, and {by,n > 1} is a positive nondecreasing real sequence, then for
any € > 0, any positive integer m < n,

k n 2 m 2
* X EX: EX;
=14 -
P( max |-———]bn |>€e)<e 2(. E sz + E —b2j ) (1.7)

m<k<n
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In this paper we derive the Hajeck-Renyi inequality for the AQSI random
variables and also use this inequality to obtain the strong law of large numbers
and integrability of supremum for AQSI sequence.

2. THE Hd4JECK-ReéNYI INEQUALITY FOR AQSI SEQUENCES

Note that the following lemma is an extension of the well-known Rademacher-
Mensov inequality.

3MMA 2.1 (Chandra, Ghosal(1893)). Let Xi,---,Xn be square integrable
randem variables and let there exist a2,--- a2 satisfying

E(Xmi1 4 + Xmyp)® S alpiy + - +any, (2.1)

for all m,p > 1, m+p <n. Then, we have

k n
E(max (3 X)) < ((logn/log3) +2)*> a?. (2.2)

i=1 i=1
PROOF OF LEMMA 2.1. See the proof of Theorem 10 in Chandra and Ghosal
(1993). O
From the definition of AQSI random variable we obtain easily the following

property:

LzMMA 2.2 (Chandra, Ghosal(1888)). If {Xn,n > 1} is a sequence of AQSI
and {fn,n > 1} is a sequence of nondecreasing(nonincreasing) functions, then
{fn(Xn),n > 1} is also a sequence of AQSI random variables.

Aplying Lemma 2.1 we also have the following Hajeck-Rényi inequality for
AQS” random variables:

THEOREM 2.3. Lei {X,,n > 1} be a sequence of AQSI random variables
such that EX2 < oco,n>1, Y00 q(m) < oo, and for all i # j

j’i }g aij(s,t)dsdt < D(1+ EX? + EX?), (2.3)

/ J/ Bij(s,)dsdt < D(1 + EX? + EX?), (2.4)
1] 0
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where ;5(s,t) > 0 and Bi;(s,t) > 0 and D is a positive constant. Let {b,,n > 1}
be a positive sequence of nondecreasing real numbers. Then, for e > 0 we have

Zz 1 X EX)
>
Pl |55 |2 closn)
"1+ EX?
< C(elogn)~*((logn/log3) +2)2 —+b2— (2.5)
i=1 4 :

PROOF. Let X, = max{X,,0} and X, = max{—X,,0}. Clearly {X,;/'} and
{X,;} form AQSI sequences by Lemma 2.2. By Lemma 2 of Lehmann(1966)

Cov(X;",X;) < Dq(li - j|)(1 + EX? + EX3).

So
X?
Var( Zb 1X+ <CZl+E oralln>1.
Similarly,
Vaer 1X )<CZI+EX foralln>1.
Thus

n n n
Var(3 671X <2Var(3 b7 X + 2Vaer(D 61X
i=1 i=1 =1

1+ EX?
gcz—w—’ foralln>1. (2.6)
=1 ?

Let S, = 37, (X; — EX;),n > 1. Without loss of generality, setting by = 0, we
have

k
X, —-FEX;
Skzzbj( J b .7)
j=1 J

J _EX.
Qi - bi—l)%)

|
Ma-

=1

(b — bi) Z(X —EX;)

1<j<k -7

~
Il
—

I
M»

i)
I
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Note that (1/bg) Z?zl(bj ~bj_1)=1. So

X, — EX
{|——|>elogn}c{max| Z —L "I >e¢logn}.

1<i<k
i<j<k
Therefore,
X; - EX
i} > 1 —‘_] S
{1r<n/?§n| E| > elogn} C {fggg‘n 112{3<Xk|zjzk 5, | > elogn}
XA~ EX; X; — EX;
- - T T ——=| > el
{151%81'3(5” l Z bj Z b] | € ogn}
’ = 1<t

X; — EX;
—_—— > .

C ﬁ?%lz y l 5 logn}

By Lemma 2.1 and (2.6) we obtain the following result

— > < 2 i
P{11<nka<.xnl | elog n} C elog n) ((log n/ log 3) + 2) ZE 1 —————bzz

O

From Theorem 2.3 we can get the following more generalized Hdjeck-Rényi
inequality.

THEOREM 2.4. Let {bp,n > 1} be a positive sequence of nondecreasing real
numbers. Let {Xn,n > 1} be a sequence of AQSI random variables with EX2 <
oo,n > 1,3 _ g(m) < oo and satisfying (2.3) and (2.4), then € > 0 and for
any positive integer m < n,

i (Xi — BX;)
P 1= >
g, | == 2 g

", 14+ EX? 1+ EX?
< C(elogn) ?((logn/log3) + 2)*( Z _b—+z_b2—])

j=m+1 J j=1 m
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PROOF. By Theorem 2.3 we have

(X EX;)

P{ max IZ

m<k<n | > EIOgn}
(X; — EX
<P{|Z’ 1 i )|>—logn}
™m
¥ (Xi—EX)
P i=m+1 >
+ {m+r¥?i{<n | bk | 2 log n}
(X; — EX;
< P{lg}cag(mlz:’ 1 b )| > = logn}
m
X; — EX;)
P i= m+1( >
+ {m+nllg‘;c(§n | bk | 2 lOg n}

_ " 1+EX? M 1+EX?
< Clelogn)~((logn/log3) +2)°( > —p—L+) —pH

O

3. THE SLLN AND COMPLETE CONVERGENCE FOR AQSI SEQUENCE

THEOREM 3.1. Let {X,,n > 1} be a sequence of AQSI random variables
with EX2 < co,n > 1, 3°%°_ g(m) < oo, and satisfying (2.3) and (2.4) and let
{bn,n > 1} be a positive sequence of nondecreasing real numbers. If

i1

(3.1)

holds, then (b, logn)~'S, = 0 a.s as n — oo, where 02 = EX2,n > 1 and
Sn =" (X, — EX).

PROOF. By Theorem 2.4 we have

k
Z (Xi — EX;)| > elogn)
m<k<n i1

nooq +
< C(elogn)~*((logn/log3) +2)*( > %
j=m+1 j
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But

1 n
P(s%plbn i_S;T(Xl EX;)| > elogn)

k

1
< >
< Jim P(m<k<n 5 Y(X —~ EX;)| > elogn)

1+a

IA

. _9,,l0gn "1 + a
O 2,081 2
C nl-m (elogmn)™=(( 1og3) +2) (i_mEH 2 E_

<Oy, —Et+y, )

j=m+1 J ji=1 m

Hence, by the Kronecker Lemma and (3.1) we get

1 n
nlggo P(sup o E:(XZ — EX;) > elogn) =0,
R =t

which completes the proof. a

From Theorem 3.1 we prove the following strong law of large numbers for
square integrable AQSI random variables satisfying (2.3) and (2.4).

COROLLARY 3.2. Let {Xp,n > 1} be a sequence of AQSI random variables
with EX2 < 00, n > 1, Y00, q(m) < oo and satisfying (2.8) and (2.4).
5% 02 < oo where 02 = EXZ2, n>1, then for 0 <t <2, n_%(logn)_lsn -0
a.s. as n — oo where Sp =Y . (X; — EX;).

COROLLARY 3.3. Let {X,,n > 1} be a sequence of AQSI random variables
with sup, EX2 < oco,n > 1,32 , g(m) < oo, and satisfying (2.3) and (2.4).
Then, for 0 <t < 2 n“%(log n)~1S, = 0 a.s., where S, = Y i (Xi — EX;).

THEOREM 3.4. Let {b,,n > 1} be a sequence of positive nondecreasing real
numbers and let {X,,n > 1} be a sequence of AQSI random variables with EX?2 <
oo, n>1, 30, g(m) < oo and satisfying (2.3) and (2.4). If (3.1) holds then
forany G <r <2,

Esu p(bll:| < 00,

where Sy, = Y o 1 (X; — EX;), n> 1.
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Proor. Note that

5| .
E(sup ——— _ISal "< oo & / sup l > t/7)dt < 0.
n bp logn

By Theorem 2.3,

/oo P(supﬁL > t1/7)dt
1 b lO
< C/ £ hm (logn) 2(( ogn) 2)22 20] dt

J

/ t=2/7 gt

n—00

oo
1+ o2 _
<cy b;"/ t72/"dt < co.
n=1 n 1

n
= C lim (logn)™2 logn z
j=1

O

COROLLARY 3.5. Let {Xp,n > 1} be a sequence of AQSI random variables
with EXp, = 0, EX2 < oo, n > 1, 32°_ g(m) < oo and satisfying (2.3) and
(2.4). If sup,, EX2 < oo holds, then for 0 <t <2, m >1 and for all € > 0,

n
P{sup | Xi|/nt > elogn}

n>m i1
2
< C(elogn)~*((log n/log3) + 2)*5—(1 +supa? 2y (t-2)/t
where 02 = Var(X,).

COROLLARY 3.6. Let {Xp,n > 1} be a sequence of AQSI random variables
satisfying the conditions of Corollary 3.3. Then for 0 <t <2 and any 0 <r < 2
Esupn(n_%logn“llsnl)’" < 0o holds.
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