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Abstract

This paper generalizes the concept of the signal space detection to construct a fixed delay tree search (FDTS) detector

which estimates a block of n channel symbols at a time. This technique is applicable to high speed implementation. Two
approaches are discussed both of which are based on efficient signal space partitioning. In the first approach, symbol
detection is performed based on a multi-class partitioning of the signal space. This approach is a generalization of binary
symbol detection based on a two—class pattern classification. In the second approach, binary signal detection is combined

with a look—ahead technique, resulting in a highly parallel detector architecture.

KeyWords

I. Introduction

Formulation of fixed delay tree search (FDTS)
using the signal space partitioning method has been
shown to yield an efficient sub-optimal sequence
detector in severe intersymbol interference channels
UF8 - This formulation utilizes the fact that the
decision process in FDTS with depth parameter 7 is
equivalent to the two—class pattern classification in
the (7+ 1)-dimensional signal space. The concept of
binary classification reduces the detection problem to
finding and the
associated decision rule, which maps the observation

required decision boundaries
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sample vector into the estimate of the input symbol.
In this paper, we generalize the signal space
approach to block-by-block detection which is
applicable to high data rate applications. In this
scheme, the detector estimates a block of n input
symbols at a time based on (r+n) consecutive
observation samples. Two approaches are discussed
both of which are based on signal space partitioning.
The first one is a generalization of the binary
classification approach into multi—class detection. In
this approach, the entire (7+n)-dimensional signal
space is partitioned into 2" regions where each
region is associated with n binary input symbols.
Based on the partitioned space, the symbol detection
is performed on a block-by-block basis. The other

approach combines binary signal detection with a
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look-ahead technique. In this scheme, a block of n
input symbols is estimated based on n parallel
binary detectors. The difficulty associated with the
dependeﬁce on past decisions is avoided by simply
looking ahead all possibilities for the set of past
Detailed construction examples
taken from high—density channels are also discussed

decision symbols.

II. Block Detection by Multi—Class

Classification
This approach is a generalization of binary

classification using the efficient signal space
partitioning. For this approach, we assume the
observation sample 7, contains n—1 more
intersymbol interference (ISI) terms than in the

binary detection case:

T+n—1
Ty = Zo [iZp 1+ =yp+my (1)
=

where fi, x;, n and y, are the equalized channel
impulse response, the binary input symbol, the noise
and the generalized signal sample at the FDTS
input, respectively. Also, we use the generalized
version of observation vector r which has (7+n)

consecutive modified observation samples as its
elements:
r :[rkf'rk—-l} "'Jrk—('r—{—n-—l] 2

where the 7'.'s are also the generalized form of

modified observation samples utilizing the previously

detected symbols, 4., I>7+n—1. The
relationship between 7 and 7 is:
Tp_pforj=10
’ _ T+n—1 o
Te=j = Te—j— 2 flmk—j~l,forIST+n——1 (3)
I=7+n-j ’
The modified reference signal samples y'gf)'s and

signal vectors y; can also be generalized by simply
substituting = in the binary case with 7+n—1 as
follows:

1% goje B fas A d=z3¢
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" yi)  for j =10
’ i_ ) . T4+n— (4)
Yx I yl(cl—) Z flxk~j—!,for157+n~l
l=74+n—j
and
U= [ylscz)) y'ii)—l: ) ylg)—(f+n_1)], forl <1< 2T+n (5)
Given these generalized versions of the
observation vector r and 277" reference signal

vectors y,, the goal of this detection scheme is to
find the reference signal that has the minimum
distance to the
associated set of n symbols as the decision. If we
use the concept of the look-ahead tree used in the
search algorithm, the multi-class
detection scheme is analogous to finding out which

observation and release the

original tree

"group of paths” among 2" groups includes the path
associated with the minimum accumulated metric.
The next step is to identify the set of n symbols
associated with that group and release them as a
decision. In Fig. 1, the look-ahead tree for =1 and
n=2 are shown along with the 4 possible path
groups that share the same values of 2 symbols,
7., and =, _,. For example, the first group which
contains path 1 and 2 is associated with (z,_,,
7 _o)=(1,1), the with
x,_5)=(-1,1), and so on.

For multi-class detection, the first step is to
construct the Voronoi Diagram (VOD) on the 27"
possible signal vectors™ As in the binary detection

second  group (T -1,

case, the next step is to find in-class Delaunay
neighbors (DNs) which do not contribute to the
overall decision boundary. The
essentially the same as the one in the binary case

decision rule is
except the decision regions are divided into 2"
instead of two: If the generalized observation vector
falls into one of 2" decision regions, then the set of
symbol values associated with that region is released
as the decision.

For the detailed construction procedure,
consider the response
f.=1{1.0,0.7,02}and the random binary input data

we

channel with impulse
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is assumed. Let us assume that we are interested in
the detection of two symbols (n =2) at every cycle
with 7=1 performance. The first step is to find
27+t" = 2% = 8possible reference signal vectors and to
construct the VOD on them. The DN pairs are
summarized in Table 1. The index pairs marked
with “'o’’ or “‘x'’are the DNs to each other. The
pairs with ‘X'’ satisfy the redundancy condition and
are not needed for our 4-class detection. Based on
the DN pair table, the
(74 n = 3)-dimensional signal space into 4 regions.

we can partition

In terms of Voronoi regions, they can be expressed
Vul, WUV, WU, VU Vs,

respectively. Each region is associated with a set of

as and
symbol values (z;_,,x;_,). The decision can be

summarized as (6) in terms of the required half
spaces H,; which are formed by reference signals y

; and
-1, if re(H;1 Hys)
Y(Hyl Hyy b Hys 1 Hyg)
L, if re(H; 1 Hy) 1 Hy
I Hy 1 Hyy)
(ik—l!sek—2)= Y(Hypl Hygl Hygl Hy)

-1, if re(Hs 1 Hy I Hs31 Hy;)
Y(Hg1 He 1 Hg
I He; 1 Hgg)
(-1,-1), otherwise

(6)
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{1,1}

$-1,14

{1,-1}

{-1,-1}

k-2 k-1 X
rime
a8 1. 4 HeEA (r=1, n=2) AF
A&l siEste nle|27| Egl
Fig. 1. The look-ahead tree corresponding

to the four-class detection (r=1
and n=2).

(697)

27
E 1. FHE® 7Y n=20|1 X|AHAZ}
=1¢ of LS f,={1.0,0.7,0.2}
ofl st DN ZHall
Table 1. The DN pairs for the estimation block

size n=2 with v=1 for the channel
fi=1{1.0,0.7,0.2},

1 12 |3 |4 |56
1 X o

2 | X o|o|o o
310 ]o X [0 |oO
4 o | x o
5 0|0 |0 X
6 o|o |0 |Xx

7 olo |0 o
8 o]

where H; is defined as the region in which all
the points are closer to y;, than to y; The
can be wused for

determining whether the observation r is in the

discriminant  function  hy(r)
region H; or not which is defined as follows:

BO=2@ Y )T OY) g

where hy(r) has positive value when r is in Hj

and negative value when 1 is in H;.

OI. Parallel Processing of the Detection

In this section, the construction procedure for a
high speed FDTS with depth 7 using signal space
partitioning and a look—ahead technique is described
in detall. The main idea in this approach is to
estimate a block of n channel input symbols in
parallel. In this way, we can effectively decrease the
symbol period by about a factor of n. In this
block-based detection of the
detection procedures for each symbol in the block

approach, most

are carried out in parallel without waiting for the

previously detected input symbols within a

prescribed period.

Let us assume that a block of observation
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samples of size T+n is given by

[Tks Th—1,"**s Tk—(r+n—1)] for the detection of a block
of n input symbols, (Ty_rTk_(re1) " The(rn—1)l-
For the estimation of one input symbol z;_ (., 1)
with depth 7 performance, an observation vector,
the r+1
is  examined

recent
the
(r+ 1)-dimensional space using the nearest neighbor

whose elements are most

observation  samples, in

rule. This observation vector is defined as

(8)

L g (n-1)~— [T,k—(n-—l)l T’k—m ) le—('r+n—1)]

where 7, is defined in (3) assuming binary
detection case. At the time the detection process for
Ty_(-+n—1) begins, the processes for detecting the
other symbols can begin without waiting for the
detection on z;_(,+n-;) by utilizing a look-ahead
technique. Similar modification should be made to
define the vector r,_(,_,) for detecting the symbol,
Ty (;+n-2). 1he problem occurs, however, when we
try to define the modified observation vector ry_¢,_s)
in a similar way shown in (3) and (8). An estimated
symbol Zy_(;4n_1), is needed in this modification
which is not yet available. Although this undetected
channel input symbol is present in the gbservation
samples, we can still estimate the conditional symbol
Ty (r4n—2)gIVeN -1,

respectively, without waiting for the final decision on

value Ty (r4n-1)=1  OF

Ty_(r4+n-1)- In general, we can define the observation

’ -~ . .
samples 7T (x E— m), for the estimation of
Tk (r4n-m—-1) 1 S m < n—1 as follows:

. t+n-I-1
Pt Ko ) = 1y = Zfixk-i—l
i=t+n—I-m
74+n-1
- Zﬁxk—i—l’
i=t+n—I (9)

forn-m-1<Ii<rt+n-m-1

where n > 2 and Xk-m is the vector of size m,

whose elements consist of the look-ahead values:

Xem = [Xk—(rinm)> Xh—(crn-ms1y > > Xg—(r+n-1) I

(10)

D% HojE WS HYS st U232 HE

(698)

Based on modified observation samples utilizing
look-ahead values as well as previously detected

symbols, a new conditional observation vectors,

rk_(n_m_l)(ik—m ), 1 <m < n-1, are defined as

follows:

~ T
r'k—(n—m—l) (xk—m)

r 'k—(n—m) Ki-m)
M

r 'k—(r+n—m-1) Xi-m)

Y- (n-m-1) Kp—m) =

v

the conditional
estimations of x;_(, 1,1y given the look-ahead

These vectors are used for

symbol values Xe-m .

The final step is to make decisions on the n
channel input symbols, z;_,, Tx—(r41), ***, Th—(r4n-2)s
based on the conditional estimations (X _(_1)),
Tr-tr+1) (X k—@m=2)), -+, Trorra-2)(X5-1), and the
detected symbol value zi_(;4n-1). The procedures
for detecting the conditional symbols and the symbol
Ty_(r4+n-1) are the same, since they all utilize the
information in the

same geometric

(4 1)-dimensional signal space.

IV. Construction Example

As a construction example, we consider the
implementation of FDTS with depth parameter 7= 1
and estimation symbol block size n=2 in a high
density channel. The equalized observation samples

T, are given by

T = Xp + fiXpn + foXpep =y, +my

(12)

whre, with no loss of generality, fy is normalized
to one and it is assumed that f; >0 and close to
one. The first step is to find the VOD and DNs of
the 4 possible reference signals y;, 1 < ¢ < 4, in the

Z2-dimensional space, where y, is defined as

i =Py 1= + fix2L =0 (13)

Fig. 2. shows the placements of the reference
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signals and their VOD. Solid line segments partition
the space into 4 Voronoi regions, V;, 1 <i <4,
while dotted lines connect two signals which are
DNs to each other. As shown in the figure, the
boundary B, is not needed to construct the region,
(V;N'V,) which is associated with the input symbol
"1, since the boundaries B, and R,, are parallel
to each other. For detecting z,_,, a modified
observation vector r,_;

is defined as follows:

Ny =[r'es7'k2]
=11 = foXp3sTi2 = fiXies — FrXpoa]

(14)

where we utilize the past decisions, z,_, and z.
+—4 Based on the required boundaries obtained from
the VOD and the redundancy test, the detection rule
can be set up as follows in terms of the
discriminant function defined in (7):

1 if (3 (1) > 0)
Y (hy3(ry1) > 01 gy () > 0)

—1 otherwise.

Xp2 =
(15)
For the conditional estimation of z,_,, another

modified observation vector r(z,_,) is defined as

follows:

a2 2 2 APBZIM FDTS (7 =1) of &t
g 4 e J|& MSol oiE vOD (A
M) 2t DN (BMez oF _
The VOD (solid lines) and DNs
(connected by dotted lineslof the 4
reference signals in the 2 dimensional
space for the FDTS with r=1.

Fig. 2

(699)
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0 (%) ="y (G2 ey (X221
=[re = 2%z = fi %2 = [2Xi3]

(16)

where z,_, is the look-ahead value which is
either 1 or ~1. The block diagram for the detector is
shown in Fig. 3. Three identical structures (inside
the dotted rectangles) are placed in parallel for
detecting z,_, and m,_,(z,_,)'s for high speed
operation. At the final stage, a 2-by-1 multiplexer is
used to make the final estimation on z;_,.

V. Conclusion

Two methods are discussed which implement a
high speed FDTS. These approaches are based on
multi-class detection and parallel estimation of a
block of m input symbols using efficient space
partitioning techniques.
generalized to the case for arbitrary values of 7 and

The approaches can be

block size n = 2. The illustrative examples from
high density

channels show the significant

a3 3 £HES 37 n=2 o2 XA =1
E ZIXI=FDTS o n&HH (HA7[e =Hof
MEFE 2inl giM SlAlE = MMM LIERY
I ghH EM2 ZHMME LIEHHCY)

Fig. 3. The high speed implementation of the FDTS

with 7=1 and the input symbol block size
n =2 (the white arrow heads with small circles

at the input of the adder represent the
subtraction, while dark ones represent the
addition).
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improvement in the detection speed which is suitable
for high data rate communication channels.
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