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TCP Performance Enhancement by Implicit Priority
Forwarding (IPF) Packet Buffering Scheme for Mobile IP
Based Networks

Young Sup Roh, Kyeong Hur, Doo Seop Eom, Yeonwoo Lee, and Kyun Hyon Tchah

Abstract: The smooth handoff supported by the route optimiza-
tion extension to the mobile IP standard protocol should support
a packet buffering mechanism at the base station (BS), in order
to reduce the degradation in TCP performance caused by packet
losses within mobile network environments. The purpose of packet
buffering at the BS is to recover the packets dropped during inter-
subnetwork handoff by forwarding the packets buffered at the pre-
vious BS to the new BS. However, when the mobile host moves
to a congested BS within a new foreign subnetwork, the buffered
packets forwarded by the previous BS are likely to be dropped.
This subsequently causes global synchronization to occur, result-
ing in the degradation of the wireless link in the congested BS, due
to the increased congestion caused by the forwarded burst pack-
ets. Thus, in this paper, we propose an implicit priority forward-
ing (IPF) packet buffering scheme as a solution to this problem
within mobile IP based networks. In the proposed IPF method,
the previous BS implicitly marks the priority packets being used
for inter-subnetwork handoff. Moreover, the proposed modified
random early detection (M-RED) buffer at the new congested BS
guarantees some degree of reliability to the priority packets. The
simulation results show that the proposed IPF packet buffering
scheme increases the wireless link utilization and, thus, it enhances
the TCP throughput performance in the context of various inter-
subnetwork handoff cases.

Index Terms: Mobile IP, implicit priority forwarding, packet
buffering, route optimization extension, wireless link utilization.

I. INTRODUCTION

Since 3G and beyond mobile networks started to become re-
ality, mobile networks have been gaining momentum. Indeed,
it is likely that in the future the majority of Internet users will
be mobile users. As a result of the remarkable development of
the world wide web (WWW) and the popularity of electronic
mail (email) on the Internet; the transmission control protocol
(TCP)/Internet protocol (IP) has enabled the integration of a
wide range of different physical networks into a global Inter-
net. However, in the not so distant future, it is likely that large
numbers of mobile users equipped with various portable wire-
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less IP-enabled communication devices will demand nomadic
computing capabilities with seamless access to a global net-
work of web-based mobile multimedia services. In short, these
users will demand seamless mobile communication. With this
in mind, the IETF (Internet engineering task force) proposed the
mobile IP protocol, in order to introduce mobility to the Internet.

Mobile IP acts as an inter-subnetwork handoff protocol within
an IP layer, in order to provide hosts connected to the Inter-
net with seamless mobility without changing their IP address.
The base mobile IP protocol [1] can support host mobility with-
out any modification to existing routers or correspondent hosts
(CH). The mobile IP with route optimization extension has been
designed to solve the well-known triangle routing problem [2],
{3] which is inherent in the base mobile IP protocol, by inform-
ing CH of the mobile host’s care-of address (CoA) [4]-[6].

The major problem in mobile IP is that TCP was not specifi-
cally designed for mobile network environments. TCP interprets
packet loss as a sign of network congestion, which prompts it to
initiate an unnecessary congestion control function during the
connection. As a result, since packet losses due to handoffs are
also recognized as an occurrence of congestion [5], TCP under-
goes severe performance degradation especially when a mobile
host (MH) visits many subnetworks during the connection. As
one of many proposed solutions to this problem, reference [6]
points out that in most cases even a smooth handoff achieved
through the route optimization extension of a mobile IP standard
cannot prevent the degradation of TCP performance. This ex-
tension was originally intended to reduce the number of packets
dropped during a handoff. Furthermore, it is also shown in [6]
that by utilizing the route optimization extension, the TCP per-
formance is occasionally worse than that achieved with the base
mobile IP, when its smooth handoff fails to avoid four or more
packet losses during a handoff.

It should be noted that in mobile environments, there are two
causes of TCP performance degradation; that is, a high error
rate on the wireless link and a handoff. In order to success-
fully deal with a wireless link with a high error rate, efficient
retransmission over the wireless link and the avoidance of un-
necessary TCP-level packet retransmissions are required. The
most efficient way of accomplishing this is to have a well-tuned
link-layer using forward error correction (FEC) and automatic
repeat request (ARQ) techniques [7].

On the other hand, an extremely promising approach to real-
izing seamless handoff is to store the packets at the base station
(BS) as a provision for the dropping of packets during a hand-
off event, i.e., the packet buffering method [6]. If the packet
buffering method is successfully employed, it allows handoffs
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to be transparent to the upper layer protocols, by enabling lost
packets to be recovered during the handoff. This means that the
upper layer protocols including TCP can be used on the MHs
without any modification. This is very useful when considering
that these protocols were designed for wired networks.

Such packet buffering methods can be implemented in either
a unicast or a multicast fashion. In the former packet buffering
method, only the current BS for the MH performs buffering. Im-
mediately after the previous BS is informed of the address of the
new BS, it forwards the buffered packets to the new BS to which
the MH is connected after handoff. On the other hand, in the lat-
ter method of intra-subnetwork handoff, all adjacent BSs of the
current BS perform packet buffering with the anticipation of the
future handoff of the MH. Therefore, there is no need to forward
the buffered packets to the new BS during the handoff, with the
result that the handoff latency is shorter than that of the unicast-
based buffering method. However, the overhead associated with
buffering is increased, and more complicated multicasting rout-
ing is necessary. Such problems as this have been addressed
in the split-connection protocol [8], [9] and in the hierarchical
foreign agent (FA) management scheme [10]. One of our ma-
jor research interests is the problem of inter-subnetwork handoff
in mobile IP based networks, as described in [6]. The authors
of [6] considered the possibility of making a minor modification
to the route optimization extension of the mobile IP standard,
in order to support the unicast-based buffering of packets at a
BS without there being an associated scalability problem. They
also investigated the impact of inter-subnetwork handoffs on the
performance improvement of TCP.

However, both in [6] and in other works, only one TCP con-
nection was considered. It is worth noting here that the wire-
less link between a CH and an MH acts as the main bottleneck
link. For this reason, if other TCP connections exist in the new
BS, the unicast-based packet buffering at the BS will fail to
recover the packets dropped during inter-subnetwork handoff,
even though the new BS employs the random early detection
(RED) packet-discard scheme [11]. In such a case, the RED
buffer in the new BS is likely to be fully utilized by other TCP
connections already present in the new BS. Subsequently, the
average queue size of the RED buffer may approach the upper
threshold limit, T H,,,, [11]. Furthermore, in the case where
the buffered packets are forwarded, one window of packets ar-
rives at the congested BS within a short time when an inter-
subnetwork handoff occurs. It is for this reason that, in the
case of mobile IP with the route optimization extension, the
packets sent by the CH, which is as yet unaware of the new
care-of address, are forwarded to the new BS in addition to the
buffered packets [4], [6]. Therefore, the average queue size can
exceed T Hpax, due to the effect of the forwarded burst pack-
ets and, thus, the RED buffer subsequently drops all arriving
packets [11]. Consequently, global synchronization may occur,
resulting in even worse utilization of the wireless link.

It should be noted that without employing the buffering
method, the problem mentioned above can arise when the num-
ber of packets dropped during the handoff is small and, thus,
the previous FA forwards many packets to the new BS after the
handoff. Therefore, addressing this particular problem, which
increases in importance as the number of MHs and their handoff

probability increase, is our main concern. To tackle this prob-
lem, in this paper, we propose an implicit priority forwarding
(IPF) scheme, in which the previous BS marks buffered pack-
ets as priority packets during handoff, sQ that the RED buffer in
the new BS can identify the burst packets forwarded by the pre-
vious BS. In addition, with this scheme, in order to reduce the
abrupt increase in the average queue size caused by the packets
forwarded by the previous BS, the RED buffer at the new con-
gested BS does not include the priority packets in its calculation
of the queue size. Therefore, it does not drop the priority pack-
ets randomly, based on the principle of the average queue size
limit, during the seamless handoff. In this paper, we refer to the
functionality, which performs this operation for the IPF scheme
in mobile IP based networks, as the modified-RED (M-RED)
buffer. We describe this M-RED buffer algorithm, as well as the
BS structure of the IPF packet buffering scheme. Our proposed
method is evaluated by simulation and the proposed IPF scheme
is shown to increase wireless link utilization, while enhancing
the TCP performance.

II. PACKET BUFFERING IN MOBILE IP BASED
NETWORKS

After briefly summarizing the modification to the route opti-
mization extension of the mobile IP standard protocol required
to support unicast-based packet buffering in mobile IP based
networks, we describe the implementation of the packet buffer-
ing method. In this paper, we assume that the router within each
subnetwork also plays the role of the FA.

A. Route Optimization Extension of Mobile IP Standard with
Packet Buffering at a BS

In the route optimization extension [4], [6], when the new FA
receives the registration request message from the MH, it sends
a binding update message to the old (previous) FA, in order to
simultaneously deliver the new FA’s care-of address and relay
the registration request message. Each time the old FA receives
a packet from the CH, it forwards it to the new FA. It also sends
a binding warning message to the home agent (HA). As soon as
the HA receives the binding warning message, it sends a bind-
ing update message to the CH, in order to inform it of the new
care-of address. After receiving the binding update message, the
CH can send packets to the new FA instead of the old FA. Thus,
the above process, which is termed a smooth handoff, can re-
duce the number of packets dropped during the inter-subnetwork
handoff. However, until the old FA receives the binding update
message from the new FA, there is still a possibility of the in-
flight packets being dropped. Therefore, in most cases, due to
this packet dropping, smooth handoff cannot prevent the degra-
dation of the TCP performance in the event of a handoff [6].

To achieve seamless inter-subnetwork handoff, in the case
where only the current FA performs packet buffering, the cur-
rent FA sends the buffered packets to the new FA when it re-
ceives the binding update message from the new FA. However,
this leads to a scalability problem, because the FA must cover
all of the TCP connections of the MHs communicating with
IP hosts outside the subnetwork. Furthermore, this method in-
evitably leads to the new FA receiving duplicate packets due to
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Fig. 1. The route optimization extension with packet buffering at a BS.

buffering, which trigger an unnecessary fast retransmit [6]. To
avoid this, ideally the FA should manage the buffer used for re-
covering packet losses due to inter-subnetwork handoff, by us-
ing TCP ACK packets. However, monitoring TCP ACK packets
would induce additional overhead at the FA. On the other hand,
in the case where only the current BS performs packet buffer-
ing, the scalability problem is alleviated, since the BS covers a
smaller number of the TCP connections of the MHs than the FA.
Moreover, if buffering is performed at the BS, the ARQ proto-
col of layer 2 can be used to recover the packets dropped during
handoff [7], [12], where the ARQ protocol uses the retransmis-
sion buffer to perform error control on the wireless link at the
data link-layer. In this case, the old BS can drop the acknowl-
edged packets from its buffer, and thus only those packets which
are not acknowledged by the MH are forwarded to the new BS
after handoff. This ensures that the MH never receives dupli-
cate packets due to buffering, when the BS performs the packet
buffering.

The above reasoning formed the basis for the proposed buffer-
ing method for inter-subnetwork handoff described in [6]. This
method introduced the forward message shown in Fig. 1, which
serves as a link-layer control message between the FA and the
BS. It contains the link-layer address of the MH, which is used
to identify the buffered packets for the MH. When the old FA re-
ceives the binding update message from the new FA, it sends the
forward message to the old BS, in order to request forwarding of
the buffered packets. When the old FA receives these buffered
packets, it forwards them to the new FA by re-encapsulating
them with the address of the new FA [4], [6].

This minor modification to the route optimization extension
is done to enable packet buffering to be performed at the BS
in the case of inter-subnetwork handoff. On the other hand, in
Fig. 1, a local handoff protocol is incorporated into the route
optimization extension, in order to reduce the duration of the
period during which packet loss is susceptible to occur in the
case of inter-subnetwork handoff [1], [6]. Furthermore, com-
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Fig. 2. Structure of packet buffering function block at BS.

mon problems such as those associated with the buffer size and
re-ordering of packets may arise when the unicast-based packet
buffering method in mobile TP based networks is taken into ac-
count. These problems are presented along with their solutions
in [6]. Fig. 2 shows the functional block structure of the BS
required to support the packet buffering method, where the BS
maintains one buffer per MH instead of maintaining one buffer
per TCP connection. This resolves the possible scalability prob-
lem, while potentially enabling the network to support other
transport protocols such as UDP more easily.

B. Implementation of the Packet Buffering Method in Mobile IP
Based Networks.

The buffering method can be implemented at the BS by main-
taining one buffer per MH, rather than maintaining one buffer
per TCP connection. This resolves the possible scalability prob-
lem, while potentially allowing the network to support other
transport protocols such as UDP more easily. In addition, the
BSs should maintain a table containing a list of the currently
attached MHs. When the old BS receives the forward message
which contains the address of the MH that has moved to another
wireless cell, it simply forwards the appropriate buffered packets
to the MH and then deletes the entry for the MH from the table.
However, the packet re-ordering problem, which causes dupli-
cate ACK packets to be sent, also needs to be considered [6].
When the CH sends packets to the MH without knowledge of the
new care-of address, the route optimization extension causes the
old FA to forward these packets to the new FA. However, if these
packets from the CH arrive at the old FA before it completes the
forwarding of the packets buffered by the old BS, these pack-
ets could arrive at the MH in the wrong order, and this could
cause the TCP performance to be worse than that observed when
packet buffering is not supported. This is a direct consequence
of the duplicate ACK packets caused by the re-ordering of pack-
ets [6]. To solve this problem, the old FA forwards the pack-
ets from the CH to the new FA through the old BS, as shown
in Fig. 3. Namely, the old FA sends these packets to the old
BS, and then the old BS places them into the buffer of the MH.
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Finally, the packets in the buffer are forwarded to the new FA
through the old FA. In this way, all of the packets for the MH
are forwarded to the new FA in the correct order.

III. PROPOSED IMPLICIT PRIORITY FORWARDING
(IPF) SCHEME

Although the use of the RED buffer provides quite good hand-
off performance, it cannot prevent the large decrease in TCP
throughput caused by global synchronization, in the case where
TCP connections already exist in the new BS. The RED buffer
was originally proposed to prevent global synchronization from
occurring at the router, where a large number of connections
flow. However, the number of TCP connections in the cellular
BS is much smaller than that in the router. Also, unlike in the
case of the router, where a new TCP connection causes it to in-
crease its window size, the new BS receives a maximum of one
window of packets forwarded by the packet buffering method.
Therefore, the RED buffer in the new BS cannot prevent global
synchronization caused by an abrupt increase in the number of
random packet drops, when TCP connections already exist in the
new BS. To mitigate the undesirable effect of global synchro-
nization at the RED buffer in the case of an inter-subnetwork
handoff, it is necessary to prevent the average queue size from
increasing abruptly, in spite of the burst arrivals of the packets
forwarded by the old BS which are likely to occur.

When the new BS is heavily congested (i.e., the average
queue size of the RED buffer approaches the threshold T H,; 45
[11]), it is better to give up the forwarding of the buffered pack-
ets. This is because the BS employing the RED buffer drops all
arriving packets when the average queue size exceeds T H ax.
Thus, it is necessary to include a new option field in the bind-
ing update message for the purpose of indicating whether the
forwarding of the buffered packets is allowed by the new BS or
not. However, this method would necessitate a modification to
the mobile IP with route optimization extension protocol. Fur-
thermore, it cannot prevent the performance degradation of the
TCP handoff connection.

Fig. 4 shows the proposed IPF scheme, which is designed to
improve the TCP performance of mobile IP based networks with
packet buffering. To prevent global synchronization from oc-
curring at the RED buffer during an inter-subnetwork handoff
event, as explained above, it is necessary to prevent the average
queue size from increasing abruptly, in spite of the burst arrivals
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Fig. 4. Structure of the IPF packet buffering function block at the BS.

of the buffered packets forwarded by the old BS which are likely
to occur. In addition, for seamless handoff, it is necessary for the
packets buffered at the old BS during the handoff to be delivered
safely, with the least possible number of packets being dropped.

In order to satisfy these requirements, the proposed IPF
scheme adopts the following new principle. The old BS marks a
buffered packet as a priority packet during the inter-subnetwork
handoff and forwards it, so that the M-RED buffer in the new BS
can identify the burst packets forwarded by the old BS. In this
way, the M-RED buffer at the new congested BS can exclude
these priority packets in its calculation of the queue size, so as
to reduce the abrupt increase in the average queue size, which
is caused by the packets forwarded by the old BS. In addition,
for the sake of achieving seamless handoff, the new BS does not
drop these priority packets randomly based on such RED buffer
algorithm decision criteria as the average queue size limit. This
prioritized packet forwarding is performed in an implicit man-
ner, i.e., marking and forwarding the priority packet without the
extra cost that would otherwise be incurred by the use of an ad-
ditional queue.

Figs. 5 and 6 show the algorithms used for the management of
the RED and M-RED buffers, respectively. As shown in Fig. 5,
the RED buffer algorithm performs random dropping of packets
according to the value of avg_g (the average number of pack-
ets in the RED queue) [11], while the M-RED buffer algorithm
shown in Fig. 6 drops only non-priority packets randomly ac-
cording to the value of avg_g_np (the average number of non-
priority packets in the M-RED queue). The operation of the
M-RED buffer algorithm is identical to that of the RED buffer
algorithm when there are no arriving priority packets generated
during the inter-subnetwork handoff. The M-RED buffer in the
new BS guarantees the forwarding of arriving priority packets
marked by the old BS, by applying an implicit protection policy.
That is to say, the M-RED buffer in the new BS does not include
the priority packets in its calculation of g_size_np (the queue size
of the non-priority packets), in order to prevent any abrupt in-
crease in the value of avg_g_np caused by the forwarded burst
priority packets. Thus, the value of avg_g_np does not increase
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abruptly, even though the forwarded burst packets marked by the
old BS arrive at the new BS. Therefore, a lower number of non-
priority packets of TCP connections already present in the new
BS which uses the M-RED buffer are dropped than would nor-
mally be in the case of a congested RED buffer. In addition, the
packets that were buffered and forwarded by the old BS during
handoff are implicitly protected for the sake of achieving seam-
less handoff, since the M-RED buffer does not drop these prior-
ity packets through the operation of the mechanism depending
on the value of the avg_g_np parameter. This implies that the
proposed IPF scheme can provide the marked priority packets
with some form of delivery guarantee, i.e., the priority packets
buffered at the old BS are implicitly guaranteed to be delivered
during handoff, with minor overhead being incurred only during
the inter-subnetwork handoff period.

In the proposed IPF scheme, the TCP handoff connections re-
ceive the packets that are buffered and forwarded by the old BS
seamlessly during the inter-subnetwork handoff without any of
them being dropped. Furthermore, the increase in the value of
avg-g_np of the M-RED buffer is reduced in proportion to the
amount of burst packets forwarded from the old BS, which in
turn reduces the number of packets which are dropped at the
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Fig. 7. lllustration of the proposed IPF packet buffering scheme with the
M-RED algorithm.

M-RED buffer during the inter-subnetwork handoff. Therefore,
the effect of global synchronization caused by the forwarded
burst of packets during the inter-subnetwork handoff is allevi-
ated, due to the fact that the number of packets dropped for all
of the TCP connections in the new BS is reduced in compari-
son to that which occurs in the case where the RED buffer is
used. Consequently, both the TCP handoff connections of the
MH (which has moved to the new BS) and the already existing
TCP connections of the new BS achieve performance improve-
ments when the IPF scheme is used.

Fig. 7 shows an illustration of the proposed IPF packet for-
warding scheme using the M-RED buffer algorithm, which
demonstrates how the marked priority packets forwarded by the
old BS are handled in the new BS. In the case where TCP con-
nections already exist in the new FA, the function of the M-
RED buffer with its selective dropping policy is carried out such
that the priority packets forwarded from the old BS are queued
with high reliability. Compared to these priority packets, non-
priority packets that do not need to be forwarded in a secure
manner are dropped randomly by the RED buffer algorithm,
based on the average queue size of the non-priority packets (i.e.,
avg_qg_np). However, the priority packets marked for seamless
inter-subnetwork handoff purposes are not counted in avg_q_np
and, consequently, these packets are not included in the ran-
dom dropping action. Without any loss of generality, we can
assume that the number of priority marked packets during the
inter-subnetwork handoff is low enough to be handled by the
M-RED buffer, with a strong guarantee of their being delivered,
and that this number does not exceed its maximum queue size.
In the worst case scenario, in which all of the arriving packets
are priority packets, even these priority packets can be dropped
due to buffer overflow at the M-RED buffer.

From the viewpoint of seamless handoff, the IPF scheme is a
viable method in comparison with the conventional RED buffer
scheme, unless the priority packet burst overflows the M-RED
buffer of the BS. On the other hand, when considering the prob-
lem of congestion avoidance, although the IPF scheme is used
during the inter-subnetwork handoff event, a maximum of one
window of burst priority packets arrives at the congested new BS
within a short time during the packet forwarding period. There-
fore, the real queue size of the M-RED buffer could be increased
abruptly. In this scenario, the IPF scheme cannot always prevent
the incidence of an abrupt increase in the amount of congestion,
because the avg.qg.np parameter of the M-RED buffer reacts
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slowly to this type of scenario. However, this helps to clarify the
role of the IPF scheme, which is to avoid any abrupt increase in
the amount of random dropping performed by the RED buffer
that might occur immediately following such an event. Thus,
the IPF scheme can reduce the impact of global synchronization
on the RED buffer during inter-subnetwork handoff.

There exist users who desire preferential treatment. So, if it
is possible for the sender to generate priority packets, some spe-
cific mechanisms are required in the router connecting the old
FA to the new FA, in order to deal with this situation. These
mechanisms should monitor the wrongly marked priority pack-
ets arriving from the core network, and then drop them or remark
them as non-priority packets, before they arrive at the FAs.

IV. SIMULATION RESULTS AND DISCUSSIONS
A. Simulation Model

Fig. 8 shows the mobile IP based network topology consid-
ered in our simulation for the route optimization extension with
packet buffering at the BS. The model includes an MH, which
moves between two wireless cells within different subnetworks,
while maintaining a TCP connection with a fixed CH, and the
bandwidth of the wireless part in the new BS is shared among
nine TCP connections. In this case, the buffer in the new BS
is likely to be fully utilized by those TCP connections that are
already present in the new BS, given that the bottleneck is as-
sumed to be the wireless part. The RTTs (round trip times) of
the TCP connections in the new BS are 86, 88, 90, 92, 94, 96,
98, 100, and 102 ms, respectively.

In our simulation model, the delay taken to send a packet be-
tween adjacent FAs is set to 1 ms, based on the use of 10 Mbps
Ethernet. Similarly, the delay taken to send a packet between an
FA and a BS is also set to 1 ms. We set the bandwidth of the
wireless part in the BS to 2.0 Mbps, the delay taken to send a
packet between the BS and the MH to 3 ms, and the broadcast-
ing period for the beacon messages to 50 ms [6], [12]. We set
the delay taken to send a packet between an FA and an HA to 60
ms, the delay between an HA and a CH to 60 ms, and the RTT
between the CH and the MH which handoffs to the new BS is set
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Fig. 9. Burst arrival behavior of the packets forwarded by the old BS.

to 88 ms. In our simulations, each CH transmits packets to the
MH using TCP Reno. The packet size and maximum window
size for the TCP connection are set to 512 bytes and 64 packets,
respectively. We assume that there is no packet loss caused by
transmission errors.

B. Effect of the Packet Buffering Method in the Simple Inter-
Subnetwork Handoff Case

We implemented a RED queue with a queue length of 300
packets and parameters (T Hpin, T Hmax, Pmax, Wq) = (80, 160,
0.02, 0.002) in the new BS [11]. The burst traffic arrival behav-
ior of the packets forwarded by the old BS for the following two
cases is taken into consideration and demonstrated in Fig. 9.

Case 1 : We consider the case where the packets correspond-
ing to a new mobile connection start to arrive at the new BS at
10 sec. That is, an MH in the new BS newly sets up a TCP con-
nection with a CH through the new BS, and the CH transmits
packets to the MH gradually using TCP Reno.

Case 2 : The packets forwarded from the old BS of a mobile
handoff connection start to arrive at the new BS at 10 sec. Here,
one window of packets arrives at the new BS within a short time,
or in the worst case scenario, a number of packets equal to the
maximum window size arrives at the new BS.

Fig. 9 shows the queue size and average queue size variations
of the RED buffer for the above two cases. The RED buffer per-
forms low pass filtering, using an exponential weighted moving
average (EWMA), to calculate the average queue size, avg_g
[12], which is used to randomly drop packets. Since packets
are dropped in proportion to the average queue size, when it
increases beyond the value of T'H,.,;,, more random dropping
of packets occur in case 2. We can see that due to this ran-
dom dropping of packets, the queue size declines abruptly for
a considerable period of time in case 2. Although the queue
size of the RED buffer can be maintained at a low level by us-
ing this random dropping mechanism, the steep increase in the
queue size caused by the forwarded packets results in a marked
increase in the average queue size, which is much larger than
that observed in case 1. Thus, global synchronization caused
by an abrupt increase in the queue size is unavoidable in case
2, as shown in Fig. 9. This means that when using the packet
buffering method, global synchronization occurs due to the ran-
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Fig. 10. Abruptincrease in RED queue size at each visit of the MHs.

dom dropping of packets and, thus, the link utilization of the
wireless link becomes low. The actual queue size around 11 sec
is zero. Another important point which should be noted is that
compared to routers, a much smaller number of TCP connec-
tions pass through BSs. Thus, it is likely that the large number
of packets which are randomly dropped from the RED buffer at
the BS have an effect on all of the TCP connections, ultimately
leading to global synchronization.

B.1 Effect of Packet Buffering Scheme on Queue Size Variation

In order to show the efficiency of the proposed IPF scheme
and the improvement that it provides, our simulation assumes
that there are seven TCP connections already present in the new
BS, and that there are five MHs, which visit the new BS a to-
tal of five times during a period of 200 sec, with all of the
TCP connections being maintained during this period. The RED
queue with a queue length of 300 packets has T H,;,, set to 100
and T H,,.x set to 200 in this case. Fig. 10, which shows the
variation in the queue size of the RED buffer in the-new BS,
demonstrates that the burst arrivals of the forwarded packets of
the handoff TCP connections increase the queue size abruptly at
each visit. Fig. 11 shows a comparison of the variation-in the
queue size of the IPF buffering scheme with the M-RED buffer
and the conventional scheme with the RED buffer. In Fig. 11,
it can be seen that, unlike in the case of the RED buffer, the
proposed IPF scheme prevents the average queue size from in-
creasing abruptly due to the burst arrivals of the buffered packets
forwarded by the old BS. Therefore, when using the IPF scheme,
the average queue size does not exceed 7" H y,ax, With the result
that this scheme prevents global synchronization from occurring
in the RED buffer during the inter-subnetwork handoff. This is
the main feature of the proposed IPF packet buffering scheme.

As explained above, the value of avg_gnp for the M-
RED buffer is calculated based on the corresponding value of
qsize_np. In Fig. 11, it can be seen that in comparison with
the g_size and avg_q of the RED buffer case, the g_size_np and
avg_q-np parameters of the M-RED buffer in the IPF scheme are
less sensitive to the abrupt increase in the number of burst packet
arrivals, since the M-RED buffer does not include the priority
packets in its calculation of g_size_np and avg_q_np. However,
it is noticed that the actual queue size of the M-RED buffer after
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the MH’s visit is similar to that of the RED buffer from point A
to point B in Fig. 11, since the actual queue of the M-RED buffer
contains priority packets as well as non-priority packets. How-
ever, we should also notice that, in the proposed IPF scheme, the
priority packets are not included in the random dropping mech-
anism of the RED algorithm, with only non-priority packets be-
ing randomly dropped when the average queue size is above
T H i In the case of the RED buffer, the sharp increase in the
queue size caused by the forwarded packets results in a remark-
able increase in the average queue size, which in turn causes
large random droppings of packets. As previously mentioned,
compared to routers, a much smaller number of TCP connec-
tions pass through BSs. Thus, it is probable that the large ran-
dom dropping of packets from the RED buffer at the BS affects
all of the TCP connections passing through, ultimately result-
ing in global synchronization. On the other hand, after point B,
the proposed IPF scheme does not cause global synchronization,
maintaining a stable average queue size. Even though the aver-
age queue size of the M-RED buffer (avg_q_np) does not reflect
the existing priority packets, after point B the priority packets
have already left the queue.

B.2 Wireless Link Utilization Performance of the Proposed IPF
Packet Buffering Scheme

Figs. 12 and 13 show a comparison of the wireless link uti-
lization for the above two schemes (the IPF buffering scheme
with the M-RED buffer and the conventional scheme with the
RED buffer). In Fig. 12, the wireless link utilization for the two
schemes is simulated for 200 sec for various numbers of visits
to the congested new BS, viz., 3, 4, 5, 6, 7, and 8, in the situa-
tion where the five MHs handoff to the new BS. In Fig. 13, on
the other hand, the wireless link utilization is simulated with a
different number of MHs handing off to the new BS, viz., 3, 4,
5, 6, and 7, where each MH visits the new BS five times during a
total duration of 200 sec. It can be observed from the simulation
results in Figs. 12 and 13 that the proposed IPF scheme with
M-RED buffering increases the wireless link utilization, irre-
spective of the number of MHs and their handoff probability, as
compared to when the RED buffer is used. Based on these simu-
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lation results, we believe that the proposed IPF packet buffering
scheme can guarantee the controllability of packet forwarding
and buffering at a congested BS, offering enhanced TCP perfor-
mance, the avoidance of global synchronization and high wire-
less link utilization.

B.3 TCP Performance of the Proposed IPF Packet Buffering
Scheme

Fig. 14 compares the TCP performance in the new BS us-
ing the two schemes in the case of an inter-subnetwork hand-
off. Fig. 14(a) shows the variation in the throughput of a TCP
connection already present in the new BS for the two schemes.
Fig. 14(b) shows the variation in the throughput of the handoff
TCP connection to the new BS for the two schemes. In Fig. 11,
the period of global synchronization during inter-subnetwork
handoff is made shorter by using the IPF scheme. As shown
in Fig. 14(a), in the case of the IPF scheme, the already exist-
ing TCP connection of the new BS receives more packets than
it would in the case where the RED buffer is employed, due to
the reduction in the amount of packet dropping afforded by the
IPF scheme using the M-RED buffer. Furthermore, as shown
in Fig. 14(b), the new BS also receives packets via the handoff
TCP connection at a much higher rate, in the case of the IPF
scheme. This is because, when using the IPF scheme to accom-
plish seamless handoff, it receives the buffered and forwarded
packets from the old BS during the handoff without dropping
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Fig. 14. Comparison of TCP performance in the new BS for the two
schemes in the case of an inter-subnetwork handoff: (a) TCP per-
formance of a TCP connection already present in the new BS, (b)
TPC performance of the handoff TCP connection to the new BS.

any of them. This improvement in the TCP performance af-
forded by the IPF scheme could have been inferred from the
result shown in Fig. 11.

C. TCP Performance of the Proposed IPF Scheme for Various
Inter-Subnetwork Handoffs

In this subsection, we investigate the influence of packet
buffering on the TCP performance in the new BS when mul-
tiple TCP connections perform inter-subnetwork handoffs with
various inter-handoff-arrival intervals, as shown in Fig. 15. For
the cases shown in Fig. 15, we observe the TCP performance
in the new BS for a period of 300 sec. In this simulation, un-
like in the simulations described in Subsection IV-B, there are
four MHs that visit the new BS three times each, while each MH
maintains one TCP connection. The RTTs of the four MH TCP
connections are 88, 90, 92, and 94 ms, respectively.

In each case, the three visits of the first MH occur at 42.9
sec, 128.6 sec, and 214 sec, respectively, and those of the other
three MHs follow with a specified inter-handoff arrival time. For
example, in case 1, the three visits of the second MH occur at
62.9 sec, 148.6 sec, and 234 sec, respectively. That is, case
1 represents a uniform inter-subnetwork handoff-arrival distri-
bution over a period of 300 sec at the new BS. On the other
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Fig. 16. TCP throughput performances of a TCP connection already
present in the new BS with the RED buffer algorithm for the multlple
inter-subnetwork handoff cases.

hand, the other cases shown in Fig. 15 represent the burst inter-
subnetwork handoff-arrival distributions over the period of 300
sec at the new BS. Each case has a different inter-handoff-arrival
time ranging from 0 to 5 sec.

For the above cases, Fig. 16 shows the TCP throughput per-
formance of a TCP connection, which is already present in the
new BS. We can see that the inter-subnetwork handoffs of each
visit of the four MHs reduce the TCP throughput. In the case
of the RED buffer shown in Fig. 16, we can see that the TCP
throughput in the case of uniform handoff arrivals is lower than
that of the other cases. This result implies that the burst pack-
ets are dropped more frequently in the case of uniform handoff
arrivals than in the case of burst handoff arrivals.

In Fig. 16, we can see that for the general multiple inter-
subnetwork handoff case, the burst arrival characteristic of the
forwarded packets seriously impacts the TCP performance at the
RED buffer. Although the RED buffer provides moderate TCP
throughput performance depending on the characteristic of the
inter-subnetwork handoff arrivals, i.e., uniform or burst arrival,
the variation in the TCP performance dictates the need for im-
provement. This means that the RED buffer should be employed
within the BS, where a smaller number of TCP connections flow
through the mobile IP based networks compared to the router.
However, as shown in Fig. 11, the RED buffer cannot prevent
the reduction in the TCP throughput that occurs when an inter-
subnetwork handoff TCP connection is added at the BS, which
is larger than that which occurs in the case where a new TCP
connection is added at the BS.
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For the multiple inter-subnetwork handoff cases shown in
Fig. 15, we show the improvement in the TCP performance ob-
tained when using the IPF scheme. In Fig. 17, it can be seen
how the throughput of a TCP connection already present in the
new BS varies in each multiple handoff case when using the
IPF scheme. As explained above, the IPF scheme slows the
increase in the value of avg_g_np in proportion to the amount
of burst priority packets forwarded to the TCP handoff connec-
tions in the new BS. This reduces the number of packets which
are dropped according to the avg_qg_np parameter of the M-RED
buffer. For this reason, as shown in Fig. 17, it is noticed that
the IPF scheme reduces the decrease in the TCP throughput as
compared to the RED buffer for the multiple inter-subnetwork
handoff cases. Furthermore, the difference in the TCP through-
put between the cases of uniform and burst handoff arrivals is
much smaller than that observed for the RED buffer. Hence,
regardless of the characteristic of the inter-subnetwork handoff
arrivals, the TPF scheme provides stable, fair, and better TCP
throughput performance than the RED buffer.

When considering the average values and standard deviations
of the TCP throughputs shown in each figure, we can see that the
IPF scheme considerably reduces the standard deviation value
for the handoff cases, as compared to those observed with the M-
RED buffer, (i.e., IPF with 37 kbps and RED with 60 kbps). This
result indicates that the IPF scheme guarantees an improvement
in the TCP throughput, regardless of the characteristic of the
inter-subnetwork handoff arrivals.

V. CONCLUSION

In this study, we showed that when an inter-subnetwork hand-
off of a TCP connection occurs at the congested new BS in a
mobile IP based network with packet buffering at the BS, the
burst arrivals of the packets forwarded from the old BS sharply
increase the average queue size of the RED buffer. Global syn-
chronization subsequently occurs and, thus, the utilization of
the wireless link deteriorates. In this paper, we proposed the
implicit priority forwarding (IPF) packet buffering scheme as
a solution to this problem. The proposed IPF packet buffering
scheme assures the implicit protection of the priority marked
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forwarded packets (i.e., the packets buffered at the old BS dur-
ing the handoff) in order to guarantee seamless handoff, by us-
ing the marking process and the M-RED buffer algorithm, with
only minor overhead being incurred, and this only during inter-
subnetwork handoff. In addition, the simulation results show
that the IPF scheme prevents situations from arising, wherein
the average queue size increases abruptly due to the burst ar-
rivals of the buffered packets forwarded from the old BS. Thus,
the IPF scheme relieves the effect of global synchronization oc-
curring in the RED buffer during inter-subnetwork handoff, in
such a way that the IPF scheme increases wireless link utiliza-
tion, enhances TCP throughput performance, and increases the
fairness of all of the connections with low standard deviation.
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