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ABSTRACT

This paper proposes an algorithm for transmit antenna selection in a multi-input multi-output(MIMO) spatial
multiplexing system with per antenna rate control(PARC) and an ordered successive interference cancellation
(OSIC) receiver. The active antenna subset is determined at the receiver and conveyed to the transmitter using
feedback information on transmission rate per antenna. We propose a serial decision procedure consisting of a
successive process that tests whether antenna selection gain exists when the antenna with the lowest
pre-processing signal to interference and noise ratio(SINR) is discarded at each stage. Furthermore, we show that
‘‘reverse detection ordering’’, whereby the signal with the lowest SINR is decoded at each stage of successive
decoding, widens the disparities among fractions of the whole capacity allocated to each individual antenna and
thus maximizes a gain of antenna selection. Numerical results show that the proposed reverse detection ordering
based serial antenna selection approaches the closed-loop MIMO capacity and that it induces a negligible

capacity loss compared with the heuristic selection strategy even with considerably reduced complexity.
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I . Introduction

Spatial multiplexing, used in multiple transmit
and receive antennas, has recently been shown to
be the most effective way to increase transmission
rates’]. Recently, there has been increasing interest
in optimizing the mode of spatial multiplexing to
a given propagation environment. There are several
motivations for this, including reducing hardware

[31-(5} and

cost and complexitym, increasing reliability
increasing data rate®!”. These efforts may be clas-
sified into two categories according to whether this
decision on the optimal mode is made at the
transmitter or the receiver. In most approaches to
adapt the active antenna subset and its transmission
rate to varying channel conditions, this decision is
[2]‘[3]’[6], which results in the

requirement of CSI at the transmitter. Due to prac-

made at the transmitter

tical limitations on the feedback delay and load,
partial CSI such as a channel correlation matrix is

preferred for feedback”*H®!

. One exception is [7],
where the author has proposed a decremental strat-
egy for selection of the receive antenna in spatial
multiplexing without CSI at the transmitter. Other
contributions develop a mode selection algorithm
where the optimal mode decision is made at the re-

M8 Mode selection at the receiver can limit

ceiver
the amount of feedback because there are typically
a small number of modes.

Recently, there have been efforts to expand the
dimensions of link adaptation to space in MIMO
systems” "% An extended vertical Bell Labs lay-
ered space-time(V-BLAST) with both rate and
power adaptation per-antenna has been proposed
in [10], demonstrating that the closed-loop MIMO
capacity can be approached by conventional single-
dimensional coding using OSIC and PARC. In
practice, it is desirable to allocate equal power to
each transmit antenna in order to limit the over-
head in the feedback channel, although the ach-
ievable transmission rate is limited to the
open-loop MIMO capacity. The trade-off between
capacity gain and amount of feedback can be com-
promised by antenna selection: turning antennas
“on” or “off” without per antenna power control,

which can approach the closed-loop MIMO capacity
with limited feedback.

In this paper, we propose an algorithm for
transmit antenna selection in a spatial multiplexing
system with PARC and an OSIC receiver. The ac-
tive antenna subset is determined at the receiver
under equal power allocation to the active antennas
and conveyed to the transmitter using on transmi-
ssion rate per antenna. Our study is motivated by
link adaptation to channel realization in MIMO sys-

BHIO s scope is further extended to max-

tems
imization of the capacity of the spatial multiplexing
with nonlinear receivers by an effective antenna se-
lection scheme with limited feedback. Previous
studies considering nonlinear receivers disregard de-

[61,[10]

tection ordering or borrow “forward detection

ordering”m

, where the signal with the highest
SINR is extracted at each stage. This con-
sequently ensures the highest worst-case SINR
over the whole set of layersm, which is optimal
for the case of equal power and rate allocation to
all antennas. On the other hand, in a spatial mul-
tiplexing system with rate adaptation per antenna
and antenna selection, we show that antenna se-
lection gain can be maximized through capacity
concentration: concentrating most of the total ca-
pacity in a limited number of antennas and dis-
carding noncontributory antennas. Furthermore,
“reverse detection ordering”, whereby the signal
with the lowest SINR is extracted at each stage,
widens the disparities among fractions of the
whole capacity allocated to each individual anten-
na without changing the total capacity. As such,
the best capacity concentration among all possible
detection orderings is achieved. This allows us to
derive a “reverse detection ordering” based anten-
na selection procedure consisting of a successive
process that tests whether transmit antenna se-
lection gain exists when the antenna with the low-
est pre-processing SINR is discarded at each stage.
This technique leads to a near-optimal mode with
considerably reduced complexity.

The remainder of this .paper is organized as
follows. We outline a spatial multiplexing system
with PARC and an OSIC receiver in Section IL
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In Section III, a serial decision procedure is pro-
posed to optimize the active antenna subset, its
decoding order, and its modulation and coding
scheme (MCS). Simulation results are presented
and discussed in Section IV. Finally, a summary
concludes this paper.

. System Model

We consider an MIMO spatial multiplexing sys-
tem with PARC and an OSIC receiver, which
employs 4, transmit and ,,, receive antennas. Let
us define an ordered active transmit antenna set
Ain which the g, indices of the antennas are se-
lected among . indices of available transmit an-
tennas and are arranged in the order of detection.

The high-speed data stream for a given user is
demultiplexed into several f, independent sub-
streams. The number of simultaneous substream is
adjusted up t0 pin(y g ny), according to the fad-
ing environments. The substreams are then sepa-
rately coded and mapped to symbols. The coding
and modulation per antenna are subject to the
feedback information pz, ., which denotes a spe-

cific MCS of the substream transmitted via the ;

th antenna in 4 The total transmit power p,. is
uniformly distributed over g, independent sub-

streams. The symbols (y ) L., are sent from
=1 K,

the corresponding active transmit antennas.
We further assume that the channel is flat fad-
ing and quasi-static. The signal at the receiver is

P
y=\’7§ H,x+ n ¢))

where x is a K, x] vector in which the ith ele-

given by

ment represents the symbol transmitted from the
ith antenna in 4 An MIMO channel of g, se-
lected transmit antennas and 4, receive antennas
is denoted by a K ,xs , mattix Hy in which the

column vectors { ha represent the vector

} =1+ Ky
channel transmitted from the ith antenna in 4

They are selected from the MIMO channel matrix
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H of p, transmit and ,, . receive antennas ac-
cording to 4 The received signal is an 5 .x]
vector denoted by y and is an n additive white
complex Gaussian noise vector with variance ¢ 2.

The MIMO channel of ,  transmit and ,, re-
ceive antennas is represented by an y x4, ma-
trix H in which elements are modeled as
zero-mean and unjt variance complex Gaussian
random variables. The correlated channel matrix

can be written as™"

1 1
— g 2 2
H=K  H,K 7. )

where H, 1S an g xy, matrix with uncorrelated
complex Gaussian entries. K, and K, are the

correlation matrices at the receiver end and the
transmitter end, respectively.

The received signal vector y is decoded with a
minimum mean square error (MMSE) receiver
with OSIC. Besides symbol detection, the active
antenna subset, its decoding order, and the corre-
sponding MCS set are determined and MCS per
antenna is fed back to adjust the corresponding
transmission parameters. _

The signals radiating from the active antennas
are decoded in the order of 4 Let us define

HA(W)=[ Bami Hamz hAKA]' For a practical
coding scheme with a non zero error rate, the
rate supported by the th ordered antenna in is

given by

T 4 m=log 2(14__7’_}11:&) &)
where the post-processing SINR of the mth or-
dered antenna in 4 ,,  is given by

-1
ran= o Hao B +L8 L) han @

Here, 0 denotes the average signal to noise ra-
tio(SNR) per receive antenna. [ is a gap reflect-
ing the capacity loss resulting from a finite-length
coding with non-zero error rates, and is a func-
tion of target bit error rate(BER) and coding
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method. If we assume a block turbo coded M-
QAM with a target BER 10°, [ is 1.95
(2.9dB)™".

We consider a simple rate adaptation scheme
based on rounding off the rate from a continuous
set. The available rates are assumed to be 0, g,
2q, and so on. g is the interval between rate
quantization levels. Given the rate Tam in (3),
the quantized rate gy ) and the corresponding
MCS, u,,, are given by

R(MA,m):q f TA,m/lI] > &)

where [, denotes the largest integer that is
smaller than or equal to x. The sum rate sup-
ported by the active transmit antennas in 4 is
given by

Ta= X ROM 4 ©

The MCS set pg, which includes the MCSs of
the o antennas, and, in which the unselected an-
tennas are assigned to the lowest MCS level de-
noting no transmission via the corresponding an-
tenna, is fed back. Assuming negligible delay and
error in the feedback channel, the achievable rate
by A becomes T,

. Transmit Antenna Selection

For a spatial multiplexing system with an OSIC
receiver, the signals radiating from the active
transmit antennas are decoded in an agreed-upon
order. Notably, the detection ordering has no im-
pact on the sum capacity attained by all np Al
tennas under equal power allocation to all 4,
transmit antennas. However, the ordering does im-
pact a fraction of the capacity that is allocated to

U2 Thus, the detection or-

each individual antenna
der ultimately affects the sum rate attained by the
selected antennas. Therefore, the active antenna
subset, its decoding order, and its transmission
rate should be jointly determined in order to max-

imize the transmission data rate.

3.1 Heuristic Decision Strategy

To find the optimal active antenna subset and
the decoding order for maximizing the trans-
mission data rate, all possible decoding orders
over all possible antenna subsets should be
considered. Let the ordered antenna subset
{Aj}j=l,"',2nr—
the antennas specifying the detection order. A is

be a permutation of the indices of
1

an ordered set in which the Ky, indices are se-
lected among 4. indices of available transmit an-

tennas and are arranged in the order of one
among all possible Ky, detection orders. For all

A, the transmission rate possible for 4, 7, is

calculated by (3), (5), and (6). We determine the
optimal ordered antenna subset 4 and the corre-
sponding MCS set j7,, maximizing the sum rate

as follows
A,MA = arg max A M, TA,» @

Although this exhaustive search makes it possible
to find the optimal active transmit antenna subset
and its decoding order that maximizes the ca-
pacity, a full search over all possible cases is
prohibitive for practical implementations.

3.2 Low Complexity Serial Decision
Strategy

Maximization of data rate can be achieved by
maximizing a gain of antenna selection. We now
theoretically show that antenna selection gain can
be maximized by concentrating most of the total
capacity in a limited number of antennas and not
selecting noncontributory antennas. Based on the
observation that “reverse detection ordering” can
yield the best capacity concentration among all
possible detection orderings, we derive a “reverse
detection ordering” based antenna selection proce-

dure with low complexity.

3.2.1 Capacity Concentration

The criterion used for optimization of the active
antenna subset is maximization of the capacity
gain of antenna selection over no antenna se-
lection and is expressed as
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A=arg max 4 AT(A ;A ®

where A denotes an ordered index set that in-
cludes indices of all available ,, transmit anten-

nas and thus g A Further, the capacity gain

obtained by selecting K, antennas from 4 is

defined as
AﬂAj,A())zTAi"TAU (9)

where the order of indices in 4, is identical with
those in 4. If, and only if, 47A;A,)>0 When
Kulnp 2 gain of antenna selection exists.
Searching 4 with maximum selection gain over
all possible 4. is identical with the heuristic deci-
sion strategy. A closed form solution for the cri-
terion (8) cannot be found analytically and, fur-
thermore, an exhaustive search over all possible
A is too complicated to be conducted in real
time. Thus, based on the criterion given in (8),
we derive a key principle that leads to a near-op-
timal solution with low complexit.y.

A spatial multiplexing with an MMSE-OSIC re-
ceiver can approach the open-loop MIMO capacity
irrespective of the detection order as long as the
rate of each transmit antenna can be appropriately
adjusted under equal power allocation™. There-
fore, if we assume the use of a very sophisticated
coding (e.g.,Turbo codes) that makes | be close
to 1 and a minute level of rate quantization, the
transmission data rates T, and T, become the
open-loop capacity of Hy and Hy, and can be ex-
pressed as C( H,,p/Ka) and C( Hy, 0/Ka,
Here, C( H,,,0/Ka)=log def{ I,,+o/Ka Ha,
H# and denotes the capacity of H, when
equal transmit power of p,/x, is allocated to
Ky, transmit antennas. Thus, the capacity gain ob-
tained by selecting K, antennas from 4 can be

refined as

AC(A,',Ao)zc( HA:’T{‘TT’)”C( HA”'_"LT)
(10)
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The capacity of H becomes the sum of Ca, }16]

where Cai denotes the capacity supported by the

ith antenna in A and is given by

Ca,i=log (1 +74,) (1)

Here, , i denotes the post-processing SINR of
the ith ordered antenna in A,

The capacity gain AC( Aj,Ay) can be rewritten
by dividing C( HAo’p/KAD) into two parts, the
sum capacity of the antennas which belong to A;

and that of the other antennas, as follows:

AC(A ;A= c( HA,,—ﬁ)

-—C( HA“(AKO.,'), nT)_ zlecA“'i'

Here, 4K ;=nr— KAI.Since HAO=[ Ba,
h Au,AKn.fHAf]’ then H, (4K, ;)= H,. Conse-
quently, C( Hp (), o denotes the channel ca-
pacity of H when equal power of p /y, is al-
located to the Ky, selected antennas; this can be
rewritten as C( Hy.dnp Thus, in the case of an-
tenna selection, ie., f, (y, at the right hand of
(12), the difference between the first two terms
reflects’ the increase in chanmel capacity of H ,

that results from increasing the transmit power
from pip, o PiK, to each Ky selected an-

tenna, while the last term denotes the loss in
channel capacity of [, that results from giving
up the s, . antennas.

Let ,, denote the eigenvalues of H ,. Then,

208, 49~ F 1) S 1-2.1)

(13)

At low SNR, the capacity gain 4 A, Ay can be
expressed by Taylor series approximations as follows:
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(14

Since /K, /K, is steadily decreasing with Ky
selection of only the antennas with high SNR,

) . .
p" Bai " Iy €A1 guarantee antenna selection gain

by increasing the sum of SNR of the selected an-
tennas and simultaneously decreasing the sum of
the post-processing SINR of unselected antennas.

At high SNR, we have an approximated ca-
pacity gain, which is given by

K, Ky &Ky,
O TP S ~ T - Y 4
ﬂAj,Ao)'V;logz KA,.A' ;;1082 nTA' Z;logz?'Aa,;
nr &Ky ;
=KA,-10g ZK_A,- - ; log 7 4,,i
(15)

The capacity gain of selected antennas due to in-
crement of transmit power, x alogn Ky is stead-
ily decreasing with the number of selected anten-
nas, K, when g a /2 Thus, removing only
the antennas with low post-processing SINR can
achieve antenna selection gain by decreasing the
product of the post-processing SINR of unselected
antennas while increasing the capacity gain of se-
lected antennas. Furthermore, in both approximated
cases, the more disparate post-processing SINR
between the selected and the unselected antennas
increases the difference between the capacity gain
due to power concentration and the capacity loss
resulting from giving up some antennas, and
hence ultimately enhances antenna selection gain.
As a result, antenna selection gain can be maxi-
mized by concentrating most of the total capacity
in a limited number of antennas and removing
noncontributory antennas. A fraction of the total
capacity that is allocated to each individual anten-
na can be controlled by detection ordering without
impacting the total capacity. By choosing a proper
detection ordering scheme, a requirement for max-
imizing antenna selection gain can be satisfied.

3.2.2 Reverse Detection Ordering

We define an initial antenna set A, in which
np indices of all available antennas are arranged
in the order of detection. Let E be the index of
the antenna decoded at the ith detection stage
where  f (1,2, n At the ith detection stage,
k, is given by the proposed reverse detection or-

dering policy
k ;= arg max jegY i p (16)

where g is a set collecting indices of ,, —j4+]
antennas to be detected at the ith detection stage
and 7ii denotes the pre-processing SINR of the
jth antenna at the ith detection stage!’. The pro-
posed reverse detection ordering performs “worst
first” detection, and thus the antenna with the
lowest pre-processing SINR experiences interfer-
ence from all the other antennas decoded after it.
That results in the lowest post-processing SINR
among those of all possible orderings. With in-
creasing detection order, an antenna with better
pre-processing SINR than those of antennas de-
coded at an earlier stage experiences diminished
interference from the other antennas due to SIC.
This leads to far better post-processing SINR than
is experienced by antennas at an earlier stage. As
a result, reverse detection ordering widens the dis-
parities among fractions of the whole capacity al-
located to each individual antenna without chang-
ing the total capacity and ultimately provides bet-
ter conditions to satisfy the requirement for the
maximization of antenna selection gain.

The post-processing SINR of the antenna de-
coded at each detection stage show a steady in-
crease in accordance with the decoding order, as

follows:

YAk ST Ak, S ST Ak, an

which enables a serial procedure for transmit an-
tenna selection. From the antenna with the lowest
post-processing  SINR in A4,, the antenna’s se-
lection is determined on an individual basis in the
order given by the reverse detection ordering policy.
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3.2.3 Serial Decision Procedure for Antenna
Selection

We propose a serial procedure consisting of a
successive process that tests whether antenna se-
lection gain exists when the antenna with the
lowest pre-processing SINR is discarded at each
stage. For an antenna set given at each stage,
since the antenna with the lowest pre-processing
SINR produces the lowest post-processing SINR
after SIC processing with reverse detection order-
ing, it is optimal to select all available antennas
at each stage with the exception of the antenna
with the lowest pre-processing SINR if antenna
selection gain exists. At the ith stage, whether an-
tenna selection gain exists or not is determined
by comparing 7T, ~and T,, which are the
possible transmission rate of A, and 4 when
total transmit power is uniformly distributed to
A, and 4, respectively. Here, 4., is the sub-
set of A, in which the antenna with the lowest
pre-processing SINR is discarded in 4. Antenna
selection gain exists only when 474, A0
As long as antenna selection gain exists, the
process for antenna selection continues and the fi-
nal antenna subset becomes the optimal transmit
antenna subset maximizing antenna selection gain.
The whole algorithm can be described compactly
through a recursive procedure as follows:

initialization:
Ag={ky, kg, -, kp b where the detection order
is given by the reverse detection ordering policy
HA0=[ Ra ki Boagw R An,k,,,]
{Pa, ),
0
recursion:
A=A~ {ki+.1}
H,, = HA,-,T,,,
Pad erok, = Prl Ka,,
(Ko, =Kn—1
Compute AT(A ;1,,A)
if AT(A;4+,,A;)<0, transmit antenna selection ends,

rn, = Prlmr

566

A; becomes the final active transmit antenna

subset A,
else

i—i+1, Repeat the above recursion.

Here, the notation H AT denotes the 5 px
i iy

(ny—i—1) matrix obtained by zeroing out the
first column vector j 4, in g ar A serial deci-

sion procedure that simply drops the worst anten-
na at each stage while antenna selection gain ex-
ists leads to the optimal active antenna subset 4
The detection order of the selected antennas in 4
has a negligible impact on the total rate but does
impact a fraction of the transmission rate allo-
cated to each individual antenna. It also affects
the corresponding MCS of each antenna. Thus,
for the final active antenna subset 4 the corre-
sponding MCS set M, can be calculated by (3)
and (5) in straightforward manner according to its
arbitrary detection order.

Obviously, in a worst propagation environment
where the optimal antenna subset contains only
one antenna, the serial decision algorithm only re-
quires testing possible antenna subsets sorted by
the reverse detection ordering policy. In a favor-
able environment that needs no antenna selection,
the serial decision algorithm requires the testing
of only one antenna subset that includes all avail-
able transmit antennas. Compared with the heu-

ristic decision strategy, which always requires the
testing of gnrl | (np—k)! possible ordered an-

tenna subsets regardless of propagation environ-
ments, the serial decision algorithm is consid-

erably less complex.
IV. Simulation Results

We consider an MMSE-OSIC spatial multi-
plexing system. To model a system with various
modulation levels and coding rate combinations,
the interval between rate quantization levels is as-
sumed as 1/2, and therefore the available rates
are assumed to be O, 1/2, 1, 3/2, and so on. The
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average (ergodic) capacity is used as a perform-
ance measure and is obtained by averaging a
large number of random capacity variables com-
puted in every channel realization when =1 ¢
For reference, the open-loop MIMO capacity and
the closed-loop MIMO capacity, when the ca-
pacity loss from the non-zero error rate and the
rate quantization is considered, are presented.

Linear arrangement of the antenna array is as-
sumed at both the transmitter and receiver with
the spacing 7,—401 and 4.—) 54 Iespectively.
We assume a uniform angular spectrum at both
the transmitter and the receiver ends with angular
spreads 4, and 4, when both the angle of de-
parture and the angle of arrival are (-. We as-
sume that the receive antennas are loosely corre-
lated by letting 4,—¢g) , while the correlation
between transmit antennas varies with the angular
spread 4, We assume two scenarios /.—5 ‘and
A ;=80 *» which correspond to highly correlated
channels and loosely correlated channels, re-
spectively, at the transmitter end.

The effect of power allocation schemes on the
sum rate when ,.—, —9 in a loosely correlated
channel is shown in Fig. 1. We consider optimal
power allocation by a heuristic method. The opti-
mal solution is obtained by selecting the one that
yields the largest capacity among all possible
power distribution over all possible decoding or-
ders while considering the capacity loss from the
non-zero error rate and the rate quantization. The
effect of power quantization is reflected by con-
sidering 9% power quantization levels where N,
denotes the required feedback information bits per
transmit antenna. Then, our proposed equal power
allocation with transmit antenna selection by the
heuristic decision algorithm is considered. The re-
sults indicate that our proposed equal power allo-
cation with antenna selection scheme shows com-
parable performance with optimal power allocation
schemes even with a large number of power
quantization levels. This indicates that equal pow-
er allocation to the selected antennas works as well

T T T T T T T
—— closed-loop MIMO capacity ‘ !

gl & equal power allocation with antenna selection
—— optimal power allocation (Np=3)

—5- optimal power allocation (Np=6)

- — open-loop MIMO capacity

Spectral Efficiency [bps/Hz]

Average SNR [dB]

Fig. 1. Capacity comparison between power allocation
schemes when x,;=x,=2 in a loosely correlated
channel.

~—— closed-loop MIMO 1 |

—~E- optimal power allocation (Np=6) I ! !
[ T T T
I 1
I

~

~~— antenna selection (heuristic) -
—&- antenna seelection (seral)
- — opensloopMIMO L _I__ Il _ _ —
—&- no antenna selection

@

5

Spectral Efficiency [bps/Hz]
w -

I

|

L

8 10 12+ 14 16 18 20
Average SNR [dB]

Fig. 2. Capacity comparison between antenna selection
schemes when #,.=#ng,=2 in a highly correlated channel.

as the optimal power allocation but that it doses
not require additional feedback information on
power allocation.

Fig. 2 shows capacity comparison results be-
tween antenna selection schemes when , —j =9
in highly correlated channels. The sum rates be-
tween the heuristic decision algorithm and the se-
rial decision algorithm are compared. Also, we
consider a no antenna selection scheme with a
fixed detection order according to the antenna in-
dex under equal power allocation to . transmit
antennas. The results show that the capacity
curves of the serial decision algorithm nearly
match those of the heuristic decision algorithm.
This result indicates that the serial decision proce-
dure provides an optimal solution even though it
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has considerably reduced complexity. Our pro-
posed transmit antenna selection and equal power
allocation scheme approaches the closed-loop
MIMO capacity, while an equal power allocation
without antenna selection approaches the open
-loop MIMO capacity. The capacity gap between
antenna selection and no antenna selection shows
that transmit antenna selection can achieve sub-
stantial performance enhancement with minimal
feedback information.

Capacity comparisons between antenna selection
schemes are shown in Fig. 3, when , —y =4
in loosely correlated channels. The result shows
the same trend as when , —, —5 except that
there is a slight capacity gap between the heu-
ristic and the serial decision algorithms. The ca-
pacity gap results from the detection order of the
selected antennas. This ordering affects a fraction
of the transmission rate allocated to each transmit
antenna. As a result, it also affects the amount of
loss from rate quantization, thereby affecting the
total rate as well. The heuristic decision strategy
that considers all possible decoding orders over
the selected antennas can choose the ordering of
the selected antennas that maximizes the total rate.
On the other hand, the serial decision algorithm does
not consider the effect of the detection ordering of
the selected antennas. This loss is quite acceptable,
considering the significant reduction in computation
intensity. In the case of a no rate quantization, both
algorithms show identical capacity results.

—-— antenna selection (heuristic)
[| & antenna selection (serial) |

-~ — open-loop MIMO | |
12 H —¢— no antenna selection

T T I T T T T
—— closed-loop MIMO i } !
1 | i

|

[
1
6 -~ — - — - —

Spectral Efficiency [bps/Hz]
@

i

i

1

8 10 12 14 16 18 20
Average SNR [dB]

Fig. 3. Capacity comparison between antenna selection
schemes when 5 ;= #xnp=4 in a loosely correlated channel.
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V. Conclusion

In this paper, we focused on designing a low
complexity algorithm for an active transmit anten-
na subset and its transmission rate selection by
considering its decoding order in a spatial muiti-
plexing system with PARC and an SIC receiver.
A serial decision procedure that simply drops the
worst antenna at each decision stage while anten-
na selection gain exists is proposed and is shown
to provide a near-optimal solution with consid-
erably reduced complexity. Numerical results show
that for most MIMO configurations and prop-
agation environments, the serial decision algorithm
shows comparable performance with the heuristic
decision strategy.
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