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Parallel Genetic Algorithm-Tabu Search Using PC Cluster System

for Optimal Reconfiguration of Distribution Systems

Kyeong-Jun Mun*, Hwa-Seok Lee** and June-Ho Park '

Abstract - This paper presents an application of the parallel Genetic Algorithm-Tabu Search (GA-TS)
algorithm, and that is to search for an optimal solution of a reconfiguration in distribution systems. The
aim of the reconfiguration of distribution systems is to determine the appropriate switch position to be
opened for loss minimization in radial distribution systems, which is a discrete optimization problem.
This problem has many constraints and it is very difficult to solve the optimal switch position because
of its numerous local minima. This paper develops a parallel GA-TS algorithm for the reconfiguration
of distribution systems. In parallel GA-TS, GA operators are executed for each processor. To prevent
solution of low fitness from appearing in the next generation, strings below the average fitness are
saved in the tabu list. If best fitness of the GA is not changed for several generations, TS operators are
executed for the upper 10% of the population to enhance the local searching capabilities. With
migration operation, the best string of each node is transferred to the neighboring node after
predetermined iterations are executed. For parallel computing, we developed a PC-cluster system
consisting of 8 PCs. Each PC employs the 2 GHz Pentium IV CPU and is connected with others
through switch based rapid Ethernet.

To demonstrate the usefulness of the proposed method, the developed algorithm was tested and is
compared to a distribution system in the reference paper. From the simulation results, we can find that
the proposed algorithm is efficient and robust for the reconfiguration of distribution system in terms of
the solution quality, speedup, efficiency, and computation time.

Keywords: Distribution system reconfiguration, Genetic Algorithm, Parallel Genetic Algorithm-Tabu
Search (GA-TS), PC-cluster system, Tabu Search

1. Introduction

Because there are many kinds of load type, distribution
systems are widely spread and complicated. Also, because
distribution system load changes frequently and load
demand increases annually, effective distribution system
reconfiguration strategy is needed to reduce the power loss
of distribution systems. Distribution systems in urban areas
operate radially by opening relevant tie sectionalizing
switches. Moreover, effective distribution system recon-
figuration by changing feeder configuration through
remote controlled switch, one of the important functions of
the distribution, makes it possible to reduce power loss,
subject to several operational constraints such as
line/transformer capacity limits and voltage drop limits.
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However, the number of switches and constraints to be
considered in the distribution reconfiguration problem is
very large, and it is difficult to obtain optimal
reconfiguration in a reasonable time limit because it is a
non-linear optimization problem.

Recently, several works on reconfiguration of distribution
systems have been reported. Shirmohammadi and Hong [1]
proposed the branch and bound method. To get the optimal
solution, they opened the switch with the lowest current
derived in the load flow while all switches were closed.
Baran and Wu [2] proposed branch exchange operation to
solve the reconfiguration problem for the distribution
systems. Taylor and Lubkeman [3] used the heuristic
method for reconfiguration problems. Brauner and Zabel
[4] implemented the expert system. However, the results of
these methods are only approximates and local minima.

Therefore, algorithms with global searching capability
such as simulated annealing (SA) [5], genetic algorithm
(GA) [6], and tabu search (TS) [7] are proposed to solve
the power system optimization problem, especially the
reconfiguration of distribution systems. Unfortunately, SA
requires a great deal of time to obtain optimal solution. GA
can attain near optimal solution quickly, but it takes much
time to get global optimal solution due to its probabilistic
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searching characteristics. TS is based on heuristics and it
generally finds a good solution. However, its performance
is affected by the initial solution. Furthermore, if local
minima are encountered, it takes a long time to escape
them by diversification operation. Therefore, recently,
several hybrid algorithms by paralleling GA, SA, and TS
have been proposed to obtain better solutions, and to
reduce the computation time by mixing the advantages of
each algorithm [8, 9].

In parallel computing, problems are divided into several
sub problems, and allocated to each processor. This reduces
computation time and enhances computation efficiency. To
realize parallel algorithm, parallel computers like the
transputer have been introduced. But these computers are
costly to use. Recently, PC clustering, one of the types of
parallel or distributed processing systems, which is
composed of a collection of interconnected workstations or
PCs working together as single, integrated computing
resources, has been used for parallel computing [10, 11].

In this paper, parallel hybrid Genetic Algorithm-Tabu
Search(GA-TS) has been developed for the reconfiguration
of distribution systems. In parallel hybrid GA-TS, GA
operators for searching globally and TS operators for
searching locally are mixed together. The proposed
algorithm is paralleled by the PC cluster system to enhance
both the solution quality and computation time. Therefore,
the proposed algorithm obtains superior solution and
reduces the computation time rather than GA and TS.

To verify the usefulness of the proposed method, the
newly developed algorithm has been tested and compared
with a 32 and a 69 bus distribution system in the reference
paper [5]. From the simulation results, it is found that the
proposed algorithm reaches optimal solution faster than
GA and TS. Also as computation nodes increase, the
computation time required by the proposed algorithm
greatly reduces with good solution quality.

2. Reconfiguration of the Distribution System

Distribution systems deliver power to customers from
distribution substations feeders. The aim of the distribution
system reconfiguration is to determine the correct switch
position to be opened for loss minimization in a radial
distribution system. The monitoring and control functions
of the distribution automation system make it possible to
control remote switches relevantly according to the
decision of dispatchers. In this paper, the open switch
positions are determined for reconfiguration to minimize
power satisfying several operational
constraints such as line/transformer capacity limits, voltage
drop constraints, and radial constraints. Objective function
is expressed as below by Eq. (1).
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Constraints considered in this paper are line current
capacity constraint, voltage drop limit constraint, and radial

constraint. Constraints are described as below.

a) line current capacity constraint

Iy < Ly (2)
where, P current of the %-th section
;. line current capacity
lim

b) voltage drop limit constraint
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where, V' node voltage of the £-th node
Voo - lower bound of the node voltage

Vinax - Upper bound of the node voltage

3. Parallel Genetic Algorithm-Tabu Search
Using PC Clustering

GA, one of the probabilistic optimization methods, is
robust, and it is able to solve complex and global
optimization problems. However, the disadvantage of GA
is that it suffers from excessive computation time before
providing an accurate solution because of minimal use of
prior knowledge and no utilization of local information [6].
Whereas TS is a meta- heuristic method that guides the
search for the optimal solution making use of a flexible
memory system that allows the search history to be taken
into consideration [7].

In this paper, parallel hybrid Genetic Algorithm-Tabu
Search(GA-TS) has been developed for the reconfiguration
of distribution systems. In parallel hybrid GA-TS, GA with
global searching capability locates relevant solutions
quickly. With this population, TS operation obtains better
solutions quickly, that is, TS searches locally for the near
optimal solution found by GA operation. Furthermore, both
solution quality and computation time are enhanced by
paralleling the proposed algorithm with the PC-cluster
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system.
3.1 PC Cluster System

Since the mid 1980s, high performance computers have
been needed according to the development of large-scale
science and engineering. Since supercomputers are
expensive, cluster systems were developed to replace
supercomputers because of their availability of inexpensive
high performance PCs, high speed networks, and
development of integrated circuits.

PC cluster systems provide higher availability as well as
enhanced performance by lower cost through the
interconnection of several PCs or workstations. PC cluster
systems are very competitive with parallel machines in
terms of the ratio of cost to performance because clustering
is one of the types of parallel or distributed processing
systems, which is composed of a collection of
interconnected low cost PCs working together as single
and integrated computing resources. Also, it is easy to add
nodes that construct the PC cluster. A basic construction
diagram for the PC cluster is shown in Fig. 1.
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Fig. 1 Structure of PC cluster system

The performance of the PC cluster system depends on
the quality of the message passing system, libraries, and
compilers for parallel programming and performance of
individual nodes. Therefore, it is important to select each
component described above properly to obtain superior
performance. The PC cluster system implemented in this
paper is composed of 8 nodes based on fast Ethernet with
Ethernet switch. For the operating system, the master node

Table 1 Specifications of 8-node PC cluster system

CPU Intel 2.0 GHz
Mother Board LeoTech PAXFA
Chipset VIA P4X266A
RAM DDR SD RAM 256MB
HDD Samsung 40GB 5600rpm
NIC 3Com 3CSOHO 100-TX

Network Switch 3Com 3C16465C Switch

Operating System Window 2000 Server

Window 2000 Pro
MPI Library MPICH 1.2.5
Compiler Visual C++ 6.0

uses a Windows 2000 server, and slave nodes use Windows
2000 pro. To connect each node, fast Ethernet cards and
switching hubs were used. In data communication, a MPI
library was utilized, which is effective for parallel
application by using the message-passing method through
TCP/IP over the Internet. Symantec PC-anywhere was used
for remote control of cach node, and MS visual C++ 6.0
was used for compilers of parallel programming. Table 1
describes the specifications of the 8-node PC cluster
system developed in this paper.

3.2 Parallel Hybrid Genetic Algorithm-Tabu Search

GA, one of the probabilistic optimization methods, is
robust, and it is able to solve complex and global
optimization problems. However, the disadvantage of GA
is that it can suffer from excessive computation time before
providing an accurate solution because of minimal use of
prior knowledge and no utilization of local information [6].
On the other hand, TS is a meta-heuristic method that
guides the search for the optimal solution making use of a
flexible memory system that allows the search history to be
taken into consideration [7]. But TS is affected by initial
solution, and if a local minimum is encountered, it takes an
extensive amount of time to execute a diversification
operation to escape that local minimum.

In this investigation, parallel hybrid GA-TS was
developed, which uses both GA with good global search
capability and TS with good local search capability. The
proposed algorithm is paralleled by the PC cluster system
to enhance both the solution quality and computation time.
Fig. 2 shows the connection structure among each GA-TS

node.
. ) » GA-TS ) )
mlgra'tlo/ node <\%jnon
GA-TS GA-TS
node node
.| GA-TS 4/‘
migration node migration

Fig. 2 Connection Structure of each GA-TS node

In parallel hybrid GA-TS, GA operators are executed for
each node during several generations. But individuals of
the GA-TS node are not enhanced for a specified
generation; TS operation is executed for the upper 10% of
the GA population to enhance the local search capability.
That is, after sorting GA population according to the fitness,
the upper 10% of strings are set as the initial solution of the
TS and search processes are executed for specified
iterations. Furthermore, strings below the average fitness
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that are not to appear in the next generation are saved
during the specified generations. If the string saved does
appear, the fitness is lowered so as not to select it again in
the next generation so as to enhance the global search
capability of GA. With each GA-TS node that is connected
to the neighboring GA-TS node as a ring type, as shown in
Fig. 2, the best solution of each GA-TS node is transferred
to the neighboring GA-TS nodes by migration operation.
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Improved best solution of GA
during past 10 generation ?
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upper 10% of the GA Populatin

Solution No
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inserted to the GA Population
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for every 5 generatoin

satisfy
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Fig. 3 Flowchart of the proposed method

The proposed parallel GA-TS algorithm is composed of
the global searching procedures by GA operation, local
searching procedures by TS operation, procedures of
prohibiting the strings below the average fitness of each
generation, procedures of the TS operation with upper 10%
of the GA population and migration operation among GA-
TS nodes. The major procedures of the parallel GA-TS are
as follows:

(1) Global searching procedures by GA operation: For
each GA-TS node, population of the GA-TS node is
divided and allocated to each GA-TS node to
enhance the solution quality and computation time.

(2) Procedures of prohibiting the strings below the
average fitness of each generation: Strings below
the average fitness that are not to appear in the next

generation are saved during the specified generations.

If the string saved does appear, the fitness is lowered

so as not to that string in the next generation. This
enhances the global search capability of GA.

(3) Procedures of the TS operation with upper 10% of
the GA population to enhance the searching
capability: When individuals of GA-TS node are not
enhanced for a specified generation, TS operation is
executed for the upper 10% of the GA population to
enhance the local search capability. That is, after
sorting GA population according to the fitness, the
upper 10% of strings are set as the initial solution of
the TS and search processes are executed for
specified iterations.

(4) Migration operation among GA-TS nodes: The best
solution of each GA-TS node is transferred to the
neighboring GA-TS nodes by migration operation.

The flowchart for searching optimal solutions using the
proposed parallel GA-TS is presented in Fig. 3.

3.3 Genetic Algorithm and Tabu Search for the
Reconfiguration of Distribution Systems

To minimize the power loss in distribution system
reconfiguration problems, we should determine the switch
ON/OFF state while the distribution system is in operation,
which is the combinatorial optimization problem. To get
the effective reconfiguration of a distribution system by the
proposed parallel GA-TS, we should design GA-TS
appropriately for the distribution system reconfiguration
problem.

To solve the reconfiguration problem by TS, initial
solution for TS is randomly selected as open switch for
each loop of the distribution system to satisfy radial
constraint and set it as tabu status. As shown in Fig. 4,
neighborhood solutions are defined by changing the status
of the adjacent 2 switches to the normal open switch of the
current solution. TS continues the search process by
moving the current solution to the best solution among
neighborhoods, which is not in the tabu list to prevent
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Fig. 4 Generation method of neighborhood solutions for
distribution system reconfiguration
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cycling. In the neighborhood search procedure of TS, TS
carries out a local search around the current solution. TS
represents good global searching capabilities if
diversification operation and aspiration criteria procedures
are added. In the intensification procedure, if the generated
neighborhood displays a better solution than the current
solution, a move to this direction is executed until there is
no improvement.

Whereas, GA encodes the open switch position of each
loop for the distribution system, and generates initial
population. GA operations, i.e., crossover and mutation
operations are applied to the individuals. of the present
generations to create the next generation. GA shows the
global search capability. Fig. 5 represents the string
architecture of the GA for the distribution system
reconfiguration problem. As shown in Fig. 5, each string
represents the open switch position of each loop for the
distribution system.

string 1 SW]] SW12 SWIN
string 2 SW21 SW22 SWQN
stingp [ SWy [ SWp, [ vt ] SWiy |
Where, SW; : open switch position of the j-th loop of the i-th
string

N : no. of loops in distribution system
p : no. of strings

Fig. 5 Coding method of GA for distribution system
reconfiguration

In the evaluation procedures of hybrid GA-TS, the
fitness of each string can be obtained by the following
equations. As shown in Eq. (4), fitness is composed of
power losses and several constraints such as line/
transformer capacity limit, voitage drop limit, and radial
constraint.

i C)
P+ Loss +3 penalty ;
i

Fitness =

where, Loss : power loss [kW]
penaltyl_ : penalty of the i-th constraint, i=1,2,3

0 lf ! <Imax 1.2 T
enalty, = a a=
P tyl 7 otherwise ’ A
penalty., = o7 Va<Vmax ,a=12,---T
2 Y, otherwise
0 if vradial constra int satisfied
penalty3 “lr 3 otherwise

1, : line current of section a

V', : voltage of section a

Vnax ¢ allowable maximum voltage drop

{4 © line current capacity
T : no. of section
a, 137 713 }/2 N }/3 . constants

In the reproduction procedure, population of the next
generation is selected by roulette wheel selection according
to the fitness. Crossover, mutation operation and elitism are
used for the GA operation.

4. Case Studies

To demonstrate the usefulness of the proposed method,
the reconfiguration of distribution systems was conducted
on a 32 bus and a 69 bus distribution system [S]. The
performance of the proposed algorithm is compared to that
of GA, TS and GA with tabu list.

4.1 32 bus distribution system

The 32 bus distribution system has 5 loops, and
sectionalizing switches are placed between load buses. Fig.
6 shows the test system. Feeder voltage is set to 12.66 kV,
loads are modeled as constant power, and the total loads
are 3,715 kW and 2,300 kVAR, respectively. Table 2
describes the simulation parameters of the proposed
method. Fig. 7 describes the PC cluster system developed
in this paper.

To demonstrate the usefulness of the proposed method,
results of the proposed methods are compared with those of
GA, TS only and GA with tabu list for the string below the
average fitness not to be alive in the next generation. Fig. 8
presents the loss according to the generation for each
method.
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Fig. 6 Example distribution system with 32 buses
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Table 2 Simulation coefficients in the parallel GA-TS

Table 3 Opened switch positions and losses for initial and

Fig. 7 PC cluster system for the proposed method

As generation increased, the loss found in each
generation decreased to 131.85 kW with switches of (6-7),
(8-9), (13-14), (24-28), and (31-32) opened approximately
after 20 generations. As compared with the loss of 186.04
kW of the initial configuration, loss of the optimal solution
reduced 29.1% and minimum voltage increased 2% from
11.69 kV to 11.89 kV. Also, GA with tabu list found
optimal solution faster than GA alone. From the simulation
resulis, we can find that the global searching capability
enhances by relevantly combining the advantages of GA
and TS. Also computation time is greatly reduced by
parallel computation with PC clustering. Table 3 describes
open switch position and loss of the initial solution and
optimal solution by the proposed method, respectively. Fig.
9 presents the initial and optimal configuration by the
proposed method.
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Fig. 8 Loss vs. generation curves for GA, TS, GA+Tabu
List and the proposed method

Method Coefficient Value optimal solutions
i o)
no. of generatfons 200 Initial vaﬂf:h 24 7 17 11 3
GA no. of populations 40 Configu- | ppus 28 | 20 | 32 | 21 | -14
crossover probability 0.8 ration osition
mutation probability 0.01 Loss 186.04[k W]
. . O n
TS no. of .1terat10ns 400 Optimal Sv&gfch 24 6 3] 8 13
tabu list length . 30 Conﬁgu- Position 28 7 _32 9 -14
a 500 ration
B 0 Loss 131.85[kW]

To demonstrate the effects of the parallel operation by
PC clustering, speedup and efficiency are evaluated.
Speedup and parallel computation efficiency are described
below:

SFEEduF (S D)
S = — (5)

where, 7 :run time on one processor
T,:tun time on p processors

¢ parallel computation efficiency (£, )

E =—£ (6)

_______ switch opened section

switch closed section

(a) initial configuration

——————— switch opened section
- switch closed section

25 26 27
el I % 29 30 31 32 17

24 r
]

(b) optimal configuration by the proposed method
Fig. 9 Initial and optimal configuration by the proposed
method
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Fig. 10 shows the speedup, parallel computation
efficiency, and computation time as the number of nodes
increases. From Fig. 10, it is found that computation time
is decreased while solution quality is maintained. Speedup
increased as the number of nodes increased almost linearly,
but somewhat lowered because there exists overhead when
communication was executed between nodes.

4.2 69 bus distribution system

The 69 bus distribution system has 5 loops, and
sectionalizing switches are placed between load buses. Fig.
11 shows the test system. Feeder voltage is set to 12.66 kV,
loads are modeled as constant power, and the total loads are
3,802.12 kW and 2,694.60 kVAR, respectively. Simulation
parameters of the proposed method are the same as those
of the 32 bus distribution system case. To reveal the
usefulness of the proposed method, results of the proposed
methods are compared with those of GA alone, TS alone,
and GA with tabu list. Fig. 12 shows the loss according to
the generation. As generation increased, the loss found in
each generation decreased to 93.79 kW with switches of
(10-70), (13-14), (47-48), (50-51), and (12-20) opened at
about generation 7. As compared with the loss 0of 204.8 kW
of the initial configuration, loss of the optimal solution
reduced 54.2% and minimum voltage increased 4% from
11.56 kV to 11.98 kV. Table 4 describes open switch
position and loss of the initial solution and optimal solution
by the proposed method, respectively. Fig. 13 shows the
initial and optimal configuration by the proposed method.
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Fig. 10 Speedup, efficiency, and computation time according
to the node number
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Fig. 11 Example distribution system with 69 buses

1 Parallel GA+TS
200 | ---=-- GA+Tabu List

1 Conventional GA
---&-- Conventional TS

iteration

Fig. 12 Loss vs. generation curves for GA, TS, GA+Tabu
List and the proposed method (69 buses)

Table 4 Opened switch positions and losses for initial and
optimal solutions

Open 10 14 38 26 12
Initial Switch | -70 | -90 | -48 | -54 20
Conﬁgu— Position
ration

Loss 204.08[kW]

Open 10 13 47 50 12
Optimal | Switch | -70 | -14 | -48 | -51 20
Conflgu- Position
ration

Loss 93.79[kW]
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Fig. 14 indicates the speedup, parallel computation
efficiency, and computation time as the number of nodes
increases. From Fig. 14, it is found that computation time
is decreased while solution quality is maintained. Speedup
increased as the number of nodes increased almost linearly,
but somewhat lowered because there exists overhead when
communication was executed between nodes.

switch opened
section
switch closed
H - section

202122 23 24 25 26

T o |
P ATTTTT A1
L,
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o] ] v s s s g

35 36 37 38

(a) Initial Configuration

switch opened
section

switch closed
section

Lyl
4]

170 88 89 %

42 43 44 45 46 47 | 48 49 50 5| 52 53 54

AR
(b) optimal configuration by the proposed method
Fig. 13 Initial and optimal configuration by the proposed
method

5. Conclusion

This paper presents an application of parallel hybrid
GA- TS with pc clustering to search an optimal solution for
reconfiguration in distribution systems. The aim of the
proposed method is to enhance the solution quality and
reduce the computation time. For parallel computing, a PC
cluster system consisting of 8 PCs were developed. For
compilers of parallel programming, MS visual C++ 6.0
was used under the Windows operating system.

The proposed parallel hybrid GA-TS uses both GA with
good global search capability and TS with good local
search capability. The proposed algorithm is paralleled by
the PC cluster system to enhance both the solution quality

and computation time, and it is very competitive with the
parallel machine in terms of cost/performance.
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Fig. 14 Speedup, efficiency, and computation time according
to the node number

To indicate the usefulness of the proposed method,
results of the proposed methods are compared with those of
GA with tabu list, GA only and TS only.

From the simulation results, it is found that the proposed
algorithm is efficient and robust for distribution system
reconfiguration in terms of the solution quality, speedup,
efficiency, and computation time.
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