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Abstract

In this paper, we propose a critical banded wavelet packet-based spectral subtraction fbr speech enhancement. Critical 
banded wavelet packet, which reflects the human auditory system, may lead to minimization of intelligibility loss and 
quality improvement of the enhanced speech in the spectral domain, when combined with an appropriate spectral 
subtraction gain function. The proposed method shows better performance than the conventional one in comparative 
assessments. We also show that, fbr effective evaluation of enhanced speech, it is essential to consider the characteristics of 
speech quality measures.
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I. Introduction

In speech enhancement, it is essential to minimize the 
intelligibility loss of speech while its quality is enhanced. 
One of the methods to enhance the speech quality is a 
signal subspace approach proposed by Ephraim and Van 
Treesfl], Based on their approach, perceptual signal 
subspace approaches, which would enhance the perceptual 
performance, were proposed[2-4]. There are also two kinds 
of adaptive wavelet packet-based spectral subtraction 
(AWPSS) methods proposed by our group[5-7]. These 
focus on the perceptual performance through adaptive 
spectral subtraction weight estimation procedure fbr each 
frame. However, AWPSS methods have a drawback that 
the performance of adaptive basis may be deteriorated in 
low SNR environment.

In this paper, we propose new kinds of critical banded 
wavelet packet-based spectral subtraction (CB-WPSS) 
methods to avoid poorly-adapted basis problem in low SNR
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environment. The critical banded wavelet packet, which 
reflects the human auditory system, may lead to both 
minimization of intelligibility loss and quality improvement 
of the speech, when it would be combined with an 
appropriate spectral gain function.

In speech enhancement, another important issue is to 
have an effective assessment method. It frequently happens 
that evaluation by objective measures (SNR, segmental 
SNR, etc.) and one by subjective ones (listening test, 
spectrogram, mean opinion score, etc.) do not coincide. The 
cases when this problem occurs are known as follows; (1) a 
case of low correlation between objective measure and 
subjective one (2) a case where characteristics of the 
designed speech enhancement method and the quality 
measure are not properly considered. To avoid the problem, 
various works[ 12-20] on effective speech assessment have 
been reported. Essentially, they consider an objective 
measure which has relatively high correlation with 
subjective one.

In this paper, we use objective measures considering the 
correlation with subjective ones, for effective comparative 
assessment between the conventional speech enhancement 
method[2] and the proposed CB-WPSS ones. And we 
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evaluate new speech enhancement methods and show the 
dependence of performance on selected speech quality 
measures.

This paper consists of the following sections. We 
describe the proposed CB-WPSS methods in Section IL In 
Section III, we present speech quality measures in detail. 
We also discuss dependency of speech quality measure on 
speech enhancement method. In Section IV, we present 
results of comparative assessments between the proposed 
CB-WPSS methods and the conventional methods. Finally, 
in Section V, we provide conclusions-

II. Critic지 Banded Wavelet Packet-Based 
Spectral Subtractions

Recently, two kinds of AWPSS methods[5-7] have been 
proposed by our group. These methods extract an adaptive 
spectral subtraction weight using adaptive wavelet packet 
and apply the weight to spectral subtractions. They provide 
a proper spectral subtraction gain for non-unifbrm 
frequency resolution like adaptive wavelet packet structure.

Though AWPSS methods show good performance in 
various noisy environments, they have a shortcoming that 
the performance of adaptive basis would be deteriorated in 
low SNR environment. For that reason, we propose two 
new kinds of CB-WPSS methods to avoid the drawback.

In this section, we introduce the designed critical banded 
wavelet packet decomposition (CB-WPD) and two kinds of 
CB-WPSS methods.
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Figure 1. Approximation of the Critical Band by CB-WPD.
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2.1. Critical Banded Wavelet Packet Decom-position

Let {%(f) : he Z+ } denote a dyadic wavelet packet 
family, and let T u {(/, h) : 0 < I < L, 0 < n < 21} represent 
the terminal nodes of a wavelet packet tree. Here, I, n, and 
L denote level, node, and the deepest level index on the tree, 
respectively. And dyadic interv이 {/功 u : (/, n) e 7} of 
each terminal node is defined by lltfl = [2-/n, 2-/ (꺼T)[. A 
terminal node (/, n) g T is associated with a subband whose 
center frequency and bandwidth are roughly given by

九"=2”(" + 0.5)・0/2) (1)

%=2七(£/2) (2) 

where fs is the sampling frequency[8-9].
To construct a CB-WPD, we carry out a full 6 level 

0=6) wavelet packet decomposition. Then we select nodes 
whose distance between their center frequencies is 
approximately 1 Bark. Due to the nature of dyadic wavelet 
packet, we use the approximated critical bands instead of 
exact ones as 아lown in Fig. 1. The constructed CB-WPD 
provides 21 frequency bands for 16kHz sampled speech. 
Center frequencies and bandwidths of CB-WPD are given in 
Table 1.
2.2. Critical Banded Wavelet Packet-Based

Critical Band CB-WPD

Ta미e 1. Center Frequencies fc and Bandwidths AfG for Critical Band 
and CB-WPD.

Bark JXHz) 新(Hz) _n（Hz） 决(Hz)
1 50.0 100 62.5 125
2 150.0 100 187.5 125
3 250.0 100 312.5 125
4 350.0 100 437.5 125
5 450.0 110 562.5 125
6 570.0 120 687.5 125
7 700.0 140 812.5 125
8 840.0 150 937.5 125
9 1000.0 160 1125.0 250
10 1170.0 190 1375.0 250
11 1370.0 210 1562.5 125
12 1600.0 240 1687.5 125
13 1850.0 280 1875.0 250
14 2150.0 320 2250.0 500
15 2500.0 380 2750.0 500
16 2900.0 450 3250.0 500
17 3400.0 550 3750.0 500
18 4000.0 700 4500.0 1000
19 4800.0 900 5500.0 1000
20 5800.0 1100 6500.0 1000
21 7000.0 1300 7500.0 1000
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Spectral Subtraction: Type I
An adaptive spectral subtraction weight, adapted to 

background noise, is estimated with CB-WPD. The CB- 
WPD has a structure of non-uniform frequency resolution. 
Although the structure of CB-WPD is helpful to enhance 
the intelligibility, it may have an undesired effect 
introduced by some nodes which have minimum or 
maximum value on CB-WPD tree. To resolve the problem, 
we use a log scaled geometric mean of average magnitude 
spectrum of noisy speech (NSGM) and one of an estimated 
noise magnitude spectrum (NGM) in each kth frame,

1
7VSGM(人:)=log fj |X/;(h)| (3)

\ 丿 1
( 哗쓰=| 4 「w部

NGM(幻 = log \Nk (씨 (4)

if |^(«)|>(1+^))-|^(«)|

G«n) = <
else

（1 + s（幻）. I瓦 쎄 

1区（끼一―

(7)

where Nnode is the number of node on CB-WPD tree. And 
Nnode is the number of critical band, in our work, 21-level as 
shown in Table 1. Xk (戎)is average magnitude spectrum of 
noisy speech at nth node on CB-WPD tree. And Nk(n) is 
average magnitude spectrum of noise estimated by Hirsch's 
method[10].

Geometric noisy signal to noise ratio (GNNR) is 
calculated as follows;

N巴竺T
X NSGM 时

GNNR = 二户으=---------  ⑸

£ NGM(k) 
妇)

where k is the frame index and Nframethe number of frame. 
Now we estimate an adaptive spectral subtraction weight in 
each Alh frame,

洒=GNNR ( NSGW -NSGM ⑹
t {NSGMmx-NSGMm,n)

where 0<7/<0.1.

2.3, Critical Banded Wavelet Packet-Based 
Spectral Subtraction: Type II

We consider average of the 1st order differential power 
spectrums at 나比 nth node on CB-WPD tree as another 
approach to estimate an adaptive spectral subtraction gain 
in the structure of non-unifbrm frequency resolution as 
follows;

1 nodesize— i t
D3) = 3------ — X ||c”(깨 I (8)

，시 nodesize 丨

where 凡如函ze is the width of node and cn(m) the 初th 
coefficient in nth node of CB-WPD tree. Then we estimate 
noise intensity (AT) for each frame.

Estimation of Noise Intensity
[Step 1]: Initialize NI and node index on CB-WPD tree, NI 
=0,打=0.
[Step 2]: Ifn is larger than the largest node index, then exit. 
[Step 3]: If (1 < 이/■以끼) , then NI = NI + 1, n ~ n + 1, 

and go to [Step 2].
where N(n) : average magnitude spectrum of noise 
estimated by Hirsch's method[10].

(6)

where NSGMmaK and NSGMmin denote the maximum and 
minimum NSGM over all frames, respectively. And r is an 
auxiliary parameter with 2.0< r < 3.0 .

Finally spectral subtraction gain Gk(n) is estimated at «th 
node with in each Ath frame.

Next speech dominant indicator (SDI) is estimated as 
follows;

snz = ioiog10
Nnode

n=l
•r (9)

九=iog10 (10)
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where Nnode: the number of node on CB-WPD tree
万 ：weight depending on NI
y : experimental exponent parameter, an experimentally 

determined value with 1 < /< 3.

The estimated SDI is used to estimate an adaptive spectral 
subtraction weight as shown in Eq. 11,

------------ S以nax -------------] (]])

I 同-SD、) • ； + SDImax - SDImin J

where k and 卩 denote frame index and auxiliary parameter 
with 0.1 < // < 0.3 , respectively.

Finally adaptive spectral subtraction gain is estimated at 
the nth node in the *th frame, with the estimated adaptive 
spectral subtraction weight. Then we can apply it to 
spectral subtraction for speech enhancement.

(12)

where 0<7<0.01.
The reference [6] and [7] supply more detailed account 

about the two kinds of estimation methods used in this 
paper for adaptive spectral subtraction gain.

III. Speech Quality Measures

Although subjective measures are useful to evaluate the 
performance of speech enhancement, there is some 
restriction. That is, if listener group could find the 
difference in speech quality, by the subjective measure, it 
can be used. Furthermore, subjective testing requires 
significant time and personnel resources. We therefore need 
to consider the class of objective measures that are reliable 
[16]. As shown in Table 2, the correlation of objective 
measures with a subjective one is presented by some 
researchers.

Table 2. Comparison of the Average Correlation Coefficient 

|p| Between Objective and Subjective Quality [12,13]

Objective Speech Quality Measure Ipl
Time domain measure

SNR 0.24
Segmental SNR 0.77

LPC-based measure
Log Area Ratio 0.62
Log Likelihood Ratio 0.50
Itakura Distance 0.59

Frequency Variant Log Spectral Distance
LPC-based 0.68
Filter bank 0.72
Weighted Slope Spectral Distance 0.74

When we choose an objective measure, the correlation 
with subjective one, the type of residual noise present in the 
enhanced speech, and the characteristics of noise and 
speech must be considered. For example, measures such as 
those based on SNR, which is a distortion measure based 
on sample-by-sample differences in original and processed 
time waveforms, do not provide a meaningful measure of 
performance when two waveforms differ in their phase 
spectra. And if a speech enhancement method is applied to 
speech or speaker recognition system, LPC-based measure 
or frequency variant log spectral distance can be important 
measure even though it is less correlated with subjective 
one.

In this paper, we take segmental SNR, LP model-based 
log area ratio, weighted spectral slope and ITU-T P.862 
PESQ (perceptual evaluation of speech quality) to evaluate 
the speech quality in various aspects.

Now let us describe the measures used in our evaluation. 
The signal-to-noise ratio (SNR) is one of the most common 
objective measures to assess the speech quality. SNR may 
not be a good objective measure because speech is natively 
non-stationary signal and noise has different perceptual 
values depending on the ambient signal level. To overcome 
the shortcoming of SNR, segmental SNR (SegSNR) was 
proposed by Noll [11] as follows;

^SegSNR

Nm+N-\
1 n M-l £ ScleaM

=—y log--------- 竺으끄--------------
£ [s

enhanced (“)-S血，
n=Nm

(13)

where N is the frame size and M is the number of frames. 
SegSNR seems to correspond to the auditory experience. 
Actually, it was reported that SegSNR is relatively highly 
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correlated with subjective quality as shown in Table 2. The 
value \p\ = 1 would indicate that the measure predicts 
mean opinion score (MOS) perfectly, while \p\ = 0 means 
that it guesses MOS randomly.

We note that the SNR type measures (SNR, SegSNR) are 
meaningful only for the cases where the residual noise in 
the enhanced signal is seems to be additive. This can be 
seen in the denominator of Eq. (13) which requires the 
additivity of residual noise[14, 16]. Thus, it is required to 
consider the characteristic of residual noise which would 
depend on speech enhancement method when SNR type 
measure is used.

When SegSNR is used as an objective speech quality 
measure, limitation of upper and lower bound of SegSNR 
at each frame needs to be considered. That is, frames with 
SNRs above 35dB need to be considered to have 35dB 
because it is hard to distinguish perceptually the frames 
with SNR above 35dB and those with just 35dB SNRs. 
Likewise, during periods of silence, SNR values can 
become very negative since signal energies are small. 
These frames do not reflect the perceptual contributions to 
the signal. Therefore, a lower threshold is often set to 
provide a bound on frame-based SNR. In this paper, we 
select -lOdB as recommended in [15].

As we have mentioned, SNR type measure do not 
provide a meaningful measure of evaluating an enhance
ment of speech when two waveforms differ in their phase 
spectra. Rather LP model-based measures might be the 
good ones. These measure the dissimilarity between sets of 
LP parameters from clean and enhanced speeches. In 
particular, it has been shown that among all LP model
based measures, log area ratio (LAR) has the highest 
correlation with subjective quality[12, 13, 15-19], If k(l) is 
the 7th reflection coefficient of P" order LP model, LAR can 
be defined as follows;

써끈告써1쓴疝 (14)
'enhanced

Objective measures on auditory models[20] are also used 
in the field of speech application. Weighted spectral slope 
measure (WSSM) is an objective measure based on 
auditory model (i.e. critical band filter analysis). This 

measure finds a weighted difference between the spectral 
slopes in each band. The magnitude of each weight reflects 
whether the band is near a spectral peak or valley, and 
whether the peak is the largest in the spectrum. The WSSM 
for mth frame in decibels is defined by

九皿)=，郊*项)+ *%，,[队，，,|-慌』2 (15)

where K and K are related to overall sound pressure level 
of the original and enhanced speech, and Kspi is a parameter 
which can be varied to increase overall performance. Here

is a weight and Sk,m short term DFT. NCB is the number 
of critical band. In this paper, 21 critical bands are used as 
shown in Table 1. Since WSSM is based on auditory model, 
it is more closely related to listener intelligibility than the 
other measures such as SNR based ones. Actually, WSSM 
shows high correlation value, 0.74, as shown in Table 2[15, 
16].

Recently, ITU-T Recommendation P.862, PESQ[21] was 
developed as another human auditory model based on 
objective speech quality measure. In their own benchmark, 
it is reported that the correlations between objective and 
subjective scores were around 0.935 for both known and 
unknown data.

IV. Evaluation

To evaluate the performance of proposed CB-WPSS 
methods, comparative assessments were performed with 
signal subspace speech enhancement with perceptual post
filtering (SSPF)[2, 22] which is a kind of the perceptual 
signal subspace approaches. SSPF has a perceptual post
filter to smooth the enhanced speech. To design the filter, a 
noise correlation matrix and the masking threshold of 
speech is estimated.

Various noise types, from Noisex-92 database, were used 
in our assessment: F-16 cockpit, factory, pink, Volvo car 
interior and white noises. The assessment results were 
averaged out using 20 different speeches taken from the 
TIMIT database. Half of the speeches were taken from 
m시e speakers, and the others from female speakers.
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SegSNR, PESQ, LAR, and WSSM, which are highly 
correlated with the subjective measure, were employed to 
perform comparative assessments in various aspects. And 
speech quality assessment MATLAB toolbox[23] was used 
except PESQ.

The result of SegSNR assessment in various noisy 
environments is shown in Fig. 2. Unfortunately, SSPF 
shows better performance than the proposed CB-WPSS 
methods in all noisy environments. Especially, SSPF shows 
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relatively good SegSNR performance in Volvo noisy 
environment where most of noise components are 
concentrated in low frequency area.

However, another comparative assessment with PESQ 
shows very interesting results in Fig. 3. Except for Volvo 
nosy environments, SegSNR and PESQ show the opposite

result for the same enhanced speeches. The proposed CB- 
WPSS methods use only magnitude or power spectrum. 
There is no consideration for phase because human 
auditory system is insensitive to phase distortion [16, 24]. 
Furthermore, there is no perfectly symmetric wavelet basis 
because no wavelet system can be simultaneously 
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compactly supported and symmetric, except for Haar 
wavelet system. Thus, CB-WPD cannot provide linear 
phase characteristic. For that reason, the residual noise of 
CB-WPSS methods may be 아iowd as a speech-correlated 
one in SegSNR. Since SegSNR is meaningful only for the 
case where the residual noise seems to be additive, the 
result of SegSNR can be unreliable for the proposed 
methods.

For more evident comparative assessment, we evaluate 
the enhanced speech by LAR and WSSM which have 
relativ이y high correlation with subjective measure. In Fig. 
4 and Fig. 5, LAR and WSSM show a relative merit of CB- 
WPSS methods more clearly.

In LAR assessment, SSPF has largest distortion but CB- 
WPSS Type-I has relatively smallest one. The result of 
WSSM also 아lows similar results with PESQ and LAR in 
Fig. 5.

Additionally, we need to note that SSPF 아lows good 
performance in narrow band noisy environment like Volvo 
noisy one but bad performance in the other environments. 
Actually, this phenomenon coincides with the reported 
result in [2]. Experimentally, it is concluded that the 
drawback is caused by poor noise estimation and pre
whitening filter in wide band noisy environment. 
Consequently, SSPF may be restricted in application 
environment. This is an undesired restriction when we 
consider that most of the speech applications may be 
operated in various noisy environments and the 
characteristic of noise is not known previously.

V. Conclusions

To assess the speech quality in various aspects, we take 
SegSNR, LP model based LAR, WSSM, and PESQ. In 
most of the noisy environments, the proposed CB-WPSS 
methods 아low better performance than SSPF. And the 
comparative assessments with LAR and PESQ show 
similar or better performance in low SNR (<5dB) 
environments even in narrow band noisy one.

Additionally, we note that an assessment without 
consideration of the characteristic of residual noise cannot 
show i•이iable result even though a measure which is highly 
correlated with a subjective measure is used. In other words,

SegSNR, with an assumption that the residual noise seems 
to be additive, shows the opposite results to the other 
measures. From this result, we can see that there is a 
dependency of speech quality measure on speech 
enhancement method, because the characteristic of residual 
noise is decided by speech enhancement method. Finally, 
we can conclude that it is required to consider the 
characteristic of speech quality measure when we assess a 
speech enhancement method.
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