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Adaptive EY-NPMA: A Medium Access Protocol for
Wireless LANSs

Gerasimos Dimitriadis and Foteini-Niovi Pavlidou

Abstract: Wireless local area networks have known an increasing
popularity during the past few years. However, as new user appli-
cations diverge from the traditional data-centric model, the intro-
duction of efficient, QoS aware medium access methods becomes
of utmost importance. EY-NPMA is a medium access protocol be-
longing to the contention paradigm that provides support for ser-
vice differentiation and low cellision rates. In this paper, we ad-
dress a shortcoming of EY-NPMA as indicated by previous stud-
ies, namely the insensitivity of the protocol to different working
conditions. In this work, we study and evaluate a mechanism that
allows a network employing EY-NPMA to adapt its operating pa-
rameters according to the offered load. Simulation studies further
document and confirm the positive characteristics of the proposed
mechanism.

Index Terms: EY-NPMA, medium access, wireless LANs.

I. INTRODUCTION

Wireless local area networks (wireless LANs) have known
an increasing popularity during the past few years. The recent
advances that have been achieved in the physical layer have
led to bitrates that are similar to those achieved in their wired
counterparts, while simultaneously a clear trend towards mo-
bile computing has become visible, as indicated by the penetra-
tion of portable computers, personal digital assistants (PDAs),
and smart mobile phones in every day activities. The combined
effect of the above has been the main drive behind this phe-
nomenal growth in the deployment of wireless LANs. Ad hoc
networks have made spontaneous, on-demand networking pos-
sible, while infrastructure based wireless LANs have enabled
hassle-free, high performance networking without the need for
additional wires or retrofitting.

One of the most critical building blocks in any network which
employs a common medium, as is the case with wireless LANS,
is the medium access control (MAC) sublayer. Medium access
protocols define when and how network nodes gain access to the
shared medium, thus having a major impact on how efficiently
the available raw bandwidth is used. In order to ensure that as
little of this finite resource is wasted, designers of medium ac-
cess protocols work with a multitude of goals in mind. Low col-
lision rates, low overhead, fairness, and robustness are among
the most important characteristics that a medium access proto-
col should possess. Recently, another attribute has been added to
this list, namely that of service differentiation. As user applica-
tions diverge from the traditional data-centric model, a network
may need to simultaneously serve traffic corresponding to di-
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verse content, such as audio, video, and data. In such a case,
the medium access mechanism should try to honor the specific
needs of each traffic class, without however degrading its per-
formance as far as the other attributes are concerned.

In the field of wireless LANs, medium access protocols may
be classified to two major families, according to the design phi-
losophy they follow. The first one includes those that are based
on the paradigm of dynamic assignment, while the other consists
of contention based protocols. In the case of protocols belong-
ing to the former family, transmissions are coordinated either by
a central management entity or by a predefined distributed pro-
cess that allows a station to transmit without interference from
its peers. Techniques such as polling, making reservations, and
token passing frequently form the basis for protocols belonging
in the dynamic assignment family. These protocols generally
result in a collisions-free environment for user data, yet simul-
taneous transmissions are still possible in many cases, although
restricted to small, signaling packets. Furthermore, even though
completely distributed dynamic assignment schemes are possi-
ble, in most cases a management entity is essential, undertaking
roles such as polling, issuing tokens, and validating reservations.
In infrastructure based wireless LANs, the obvious candidate
for such tasks is the access point (AP), but in ad hoc networks
a station is dynamically elected to become channel coordina-
tor (in certain contexts called a clusterhead), usually through
clustering techniques. Well known protocols that follow the dy-
namic assignment paradigm are packet reservation multiple ac-
cess (PRMA) [17, the medium access layers of the Bluetooth {2],
and HIPERLAN/2 [3] standards for wireless LANSs, as well as
the PCF (point coordination function) access mode of the IEEE
802.11 standard [4].

According to protocols belonging to the latter family—
contention based schemes—there is little or no coordination
between the stations that are willing to transmit. Under this
paradigm, network stations constantly compete with each other
in order to gain access to the common medium. One of the ma-
jor goals in the design of such protocols is the minimization
of packet collisions, i.e., simultaneous transmission of two or
more stations, usually achieved by dictating that stations receive
feedback by the common medium and reducing the aggressive-
ness with which stations compete for access. One of the widely
employed concepts is that of carrier sensing (CSMA), since it
prevents network stations from transmitting, when they sense
that another transmission is already in progress. Contrary to
wired networks, in wireless LANSs a station may be in either re-
ceive or transmit mode, but not in both. Consequently, in such
a case a station may not realize that its transmission is failing
and thus enhancements such as collision detection (CSMA/CD)
are not possible. For this reason, alternative techniques such
as collision avoidance (CSMA/CA) have been devised and are
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Fig. 1. EY-NPMA'’s synchronized channel access cycle.

widely employed in wireless networks. Further, the above prob-
lem, combined with other wireless LAN specific problems (hid-
den/exposed terminal [5]) have given rise to handshake employ-
ing protocols, such as MACA proposed by Karn in [6]. Ac-
cording to this scheme, packet collisions are restricted between
signaling frames (RTS/CTS), while the actual data packets are
transmitted collisions-free. Even though contention based pro-
tocols have generally an unpredictable behavior because of their
stochastic nature, their simplicity and robustness have urged de-
signers to embed QoS capabilities in them. This effort has led to
protocols such as Blackburst [7], DFS (distributed fair schedul-
ing) [8], IEEE 802.11e EDCEF [9], and HIPERLAN EY-NPMA
[10]. On the other hand, the most employed protocol today, DCF
(distributed coordination function) of IEEE 802.11 [4] does not
support service differentiation. In response to that, there have
been many attempts to infuse QoS capabilities in 802.11 based
networks [11], [12].

As mentioned above, EY-NPMA is a contention-based
medium access protocol that supports service differentiation.
EY-NPMA employs contention resolution in multiple levels,
achieving this way remarkably low collision rates. In this pa-
per, we address an issue that was reported in previous studies of
EY-NPMA, namely the lack of adaptive elements in the mecha-
nism of this medium access scheme. Specifically, we propose a
simple yet robust and backwards compatible method that allows
EY-NPMA to dynamically alter its working parameters, in or-
der to enhance its performance under variable traffic loads. The
rest of the paper is structured as follows. In Section II, we de-
scribe the mechanism of the base EY-NPMA scheme. Section
I11 contains the description of the proposed scheme, dealing also
with implementation and interworking issues. Section IV deals
with the simulation results of the two examined schemes, while
finally Section V concludes the paper.

. EY-NPMA

EY-NPMA stands for elimination-yield non-pre-emptive pri-
ority multiple access and is a contention-based protocol. EY-
NPMA is part of the HIPERLAN standard for wireless LANs
and is designed for completely distributed operation. Even
though it belongs to a design paradigm that generally does
not scale well to heavy offered loads, EY-NPMA manages to
achieve very good performance, even when large numbers of
stations simultaneously try to gain channel access. Essentially,
EY-NPMA was designed to be used when heavy loads are
present; according to the HIPERLAN standard, simple carrier

sensing is employed in cases of light traffic. Network stations
switch to EY-NPMA as soon as contention begins to build up.
The performance of this medium access scheme has been stud-
ied both analytically and via simulations in [13] and [14]. Fur-
ther, it has been compared with DCF and EDCF in [15] and [16],
respectively.

According to the HIPERLAN standard, when EY-NPMA is
used, network time is divided into cycles. Each cycle begins
immediately after the ACK frame of the previous data trans-
mission and ends with the ACK frame of the data transmission
that will take place in this cycle. Of course, if an ACK frame
is missing—either because of a multicast/broadcast packet or
a collision—a timer is used to announce the end of the cycle.
Each cycle is further divided into four distinct phases, namely
prioritization, elimination, yield, and data transmission. Each
of the first three phases aims at reducing the number of stations
that are contending for channel access. The first phase, priori-
tization, rules out all stations, but those that have the currently
higher priority packets for transmission. EY-NPMA recognizes
five levels of priority ranging from 0 to 4, with O being the high-
est priority. At the beginning of each cycle, each station senses
the common medium for as many slots as the priority of the
packet in its buffer. If the channel is idle for the whole sensing
time, a station proceeds to the next phase, elimination, transmit-
ting an energy burst. Naturally, the stations of highest priority
enter elimination sooner than others of lower priority, thus pre-
empting them from further trying to gain channel access at this
cycle. During elimination, the stations of the highest priority at
the time transmit energy bursts, whose length in slots is random
between 0 and a predefined maximum, according to a truncated
geometric distribution. As soon as a station finishes bursting,
it immediately checks the common medium. If other bursts are
still in progress, the station leaves the contention resolution pro-
cess. On the other hand, the station(s) that has burst the longest
survive this phase and proceed to the next one, yield. This phase
is the equivalent of a simple backoff, where each station senses
the channel for a random number of slots, which lies between 0
and a predefined maximum. In order to minimize the correlation
between the backoff periods of different stations, this random
number of slots is selected according to a uniform distribution.
During yield, the station(s) that senses the channel as idle for
the whole backoff period, commence transmitting a data frame.
Those that do not, exit contention and will have another chance
for accessing the channel at the next cycle. In Fig. 1, an exam-
ple of an EY-NPMA access cycle is presented. Solid line boxes
represent actual transmissions, while dashed line boxes repre-
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sent projected transmissions that did not take place because the
station left the contention process. The X marks show when sta-
tions left the cycle.

The multi-phase structure of the access cycles employed by
EY-NPMA enables this protocol to scale well to very large num-
bers of simultaneously contending nodes and still provide ac-
ceptable rates of collisions. The three parameters of EY-NPMA
(i.e., maximum number of slots for bursting and backing off,
probability for bursting for one more slot), whose values are
defined in the HIPERLAN standard, lead to very low collision
rates, 3.5% for 256 simultaneously contending nodes. However,
even though this performance is impressive, the cost of this vir-
tual elimination of collisions is the increased overhead that ac-
companies the protocol, an effect that becomes more intense as
shorter data packets are served and higher data speeds are used.
This was the main drive behind a number of proposals that aim
at reducing the number of slots that are experienced as overhead,
without however increasing the very good collision rates of EY-
NPMA. The common denominator between these proposals is
the addition of memory attributes to the base protocol; accord-
ing to EY-NPMA, each access cycle is completely independent
from the previous ones. The modifications proposed in [17],
[14], and [18] reduce protocol overhead by letting network sta-
tions to alter their behavior according to the outcome of previous
access cycles.

1. ADAPTIVE EY-NPMA

A. Motivation

According to the HIPERLAN standard, the working param-
eters of EY-NPMA are fixed and are common for all 5 traffic
priorities. The value of these parameters are defined in the stan-
dard and are the following. The maximum number of slots for
which a station may burst during elimination (m.s) was setto 9,
while the maximum number of slots that a station may backoff
during the yield phase (m,) was set to 12. Finally, the proba-
bility p. that defines the truncated geometric distribution used
for deciding for how many slots a station should burst was set to
0.5. The working parameters of EY-NPMA may be expressed as
a triplet of values (., my, pe), which obviously the HIPER-
LAN standard defines as (9, 12,0.5).

The choice of these parameters mirrors the decision of the
HIPERLAN designers to optimize medium access for extremely
crowded networks. As mentioned in the previous subsection, the
triplet that was chosen for EY-NPMA allows it to easily handle
256 simultaneously contending nodes, providing very low col-
lision rates, namely 3.5%. However, even though this perfor-
mance is truly impressive, the protocol operates in clearly sub-
optimal regions when the number of contending nodes is much
lower, while in fact it is almost impossible that such a high den-
sity of network nodes may be observed in practice. Experience
has shown that single wireless networks segments consist of a
popuiation that is well below 100. Furthermore, the fact that
statistically only a fraction of these nodes will be active at a
time, combined with the fact that the offered load will be spread
on the 5 available priority classes dictates that for most of the
time the number of contending nodes will be even lower. Con-

sequently, the tuning of EY-NPMA for 256 simultaneously con-
tending nodes automatically implies that for the greatest part of
a network’s operation, a significant fraction of each access cycle
will be experienced as overhead, since the number of slots used
for bursting and backing off will be dysproportional to those that
are actually needed.

The HIPERLAN standard does not allow the working triplet
(Mes, My, pe) to be changed, since these three values are de-
fined in the standard and should be hardcoded during the fabri-
cation process of the network adapter. This inflexibility of EY-
NPMA results in a medium access scheme that completely dis-
regards the working environment, thus being confined to a sub-
optimal region of its operating space. Clearly, significant gains
could be obtained if the working parameters of the protocol re-
sponded to the offered load and were updated on the fly. Admit-
tedly, EY-NPMA possesses certain inherently adaptive qualities,
yet they are not enough to characterise the protocol as adaptive.
Specifically, the length of the elimination phase is highly cor-
related to the number of contending nodes. High levels of con-
tention lead to long elimination phases, while the opposite holds
true for low levels of contention. The truncated geometric distri-
bution used for determining the length of the burst for each node
is responsible for this behavior, since longer elimination phases
appear with increased probabilities, when the level of contention
is high. Consequently, the number of slots that are expended for
bursting is lower, when fewer nodes simultaneously try to ac-
cess the shared medium, thus leading to shorter access cycles
and less overhead. However, this effect has a limited impact on
protocol performance, compared to a scheme that could change
its working parameters on the fly, in order to be better tuned to
the specific conditions at the time.

Apart from the dependence of the optimal working parame-
ters on the number of simultaneously contending nodes, there is
also another characteristic of the offered load that has an effect
on the performance of this medium access scheme. This charac-
teristic is the average length of the data payload. For EY-NPMA,
the triplet which defines the working parameters essentially bal-
ances two different qualities that are both desirable—low colli-
sion rates and short access cycles. Arbitrarily low collision rates
may be achieved at the cost of long access cycles and vice versa.
The efficiency of EY-NPMA is governed on a great degree by
the equilibrium of these two conflicting qualities. By intuition,
one could justify longer access cycles in the case of large data
payloads, since packet collisions are particularly destructive as
the payload size increases. On the other hand, the opposite holds
true in the case of short payloads. In such scenarios, the time
needed for a slot during prioritization, elimination, or yielding
is a significant fraction of the time needed for the transmission
of the actual payload. Consequently, it is inefficient to guaran-
tee low collision rates, when most of the available capacity is
expended as overhead. By introducing a controlled degree of
collisions, the average cycle becomes shorter and the medium
utilization increases. This relationship between payload size and
protocol efficiency is studied and presented in [14].

Based on the above, it becomes evident that the optimal op-
erating point of EY-NPMA depends on two characteristics of
the offered load; number of simultaneously contending nodes
and payload size. By allowing EY-NPMA to continuously mon-
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itor the offered load and periodically reconfigure itself based
on these measurements, significant gains could be achieved in
terms of throughput, access delay, etc. Furthermore, since the
offered load is not spread uniformly throughout the available
priority classes, by allowing each priority class to employ its
own, custom-calculated operating parameters, further improve-
ment in the protocol’s efficiency is anticipated. In this paper,
we propose, describe, and present an enhanced version of EY-
NPMA, which takes the offered load into account in order to up-
date in real time the parameters of the medium access scheme.

B. Design

In this subsection, we will describe the mechanics of the pro-
posed protocol, especially insisting on the way the offered load
is estimated, as well as the calculation of the optimal triplets.
Generally, the process that is followed in order to enable a net-
work employing EY-NPMA to dynamically update its working
parameters, is provided below.

e Determination of the number of contending nodes and pay-
load size per priority class.

e Calculation of the optimal triplets based on the values ob-
tained from the previous step.

e Diffusion of the optimal triplets to the network population.

Out of the three steps described above, the first one—the es-
timation of the offered load for each priority class—is the most
critical for the operation of the proposed scheme. During this
phase, the average payload size, as well as the number of con-
tending nodes must be estimated, in order to provide the input
needed to calculate the optimal operating triplets later. The main
problem during this phase is that a station is not allowed to
actively make an inquiry about these measures; rather a non-
intrusive approach must be followed. Out of the two desired
metrics, the average payload size is the easiest to obtain. In or-
der to estimate this value, a station has only to record the length
of all successfully delivered frames for each traffic class. Sub-
sequently, the average payload size may be calculated, simply
by averaging these measurements, At this point it should be
noted that it is very important that only the successfully trans-
mitted frames are used for the estimation of the average payload
size. Since the length of the transmission phase is governed by
the longest frame in the case of collision of two or more pack-
ets, the inclusion of these samples would cause a bias towards
longer estimated payload lengths.

On the other hand, the estimation of the average number of
contending nodes is harder to be extracted by monitoring the
access cycles, since there is no direct information about this
measure provided in them. However, a successful estimation
may be obtained by taking samples of other measures that are
linked to the number of contending nodes. As stated in a pre-
vious subsection, the length of the elimination phase is highly
correlated to the number of the nodes that entered the access cy-
cle. By taking samples of the elimination phase length of sub-
sequent access cycles, the number of contending nodes may be
estimated, with an accuracy that increases with the number of
available samples. The first step towards deducing the number
of contending nodes is the construction of a vector that records
the frequency with which the different elimination phase lengths
occur. Specifically, the station(s) that undertake this task create

and preserve a vector for each priority class L; where i defines
the priority examined and i € [0,4]. Each L; vector consists
of mes,; + 1 elements L;(j), where j represents the length of
the elimination phase in slots, thus j € [0, m.s ;). Since we al-
low different operating parameters for each traffic class, m.s ;
defines the maximum number of slots allowed for bursting for
stations contending for access at the ¢-th priority. Correspond-
ingly, m,, ; defines the maximum number of slots allowed for
backing off during yielding at the i-th priority, while p ; the
probability with which a station may burst for one more slot at
the -th priority.

Initially, the elements of the vectors L; are set to 0. The
contents of the L;(j) cell are increased by one for each occur-
rence at the i-th priority of an elimination phase of j slots. By
monitoring many subsequent access cycles, these vectors will
soon mirror the frequency with which the various elimination
phase lengths occur. By comparing these values with those cal-
culated using an analytical model, an estimation of the number
of contending nodes may be deduced. According to the ana-
lytical model, the length of the elimination phase depends on
the following three values: Number of contending nodes (V;),
maximum number of slots allowed for bursting (1.5 ;), and the
probability defining the truncated geometric distribution (pe,;).
According to [14], the probability that a station bursts for & slots
at the 4-th priority is given by the following relation

k-l— e.i)s if0<k<me“-
PE,i(k)—{p“( pes) 1M0= Tm

R Vs if k= mes.i-
From (1), we can easily calculate the probability that an individ-
ual burst lasts & or less slots

k E+1 .,
. 1—p’1 if0<k<mes;
P;;,i<k>=ZPE,i<J>={ eir DUS “
i 1, ifk = meg;.

)
Finally, the probability that the elimination phase lasts exactly
k slots may be calculated as

Pep.i(k) =

(1= pe)™, itk =0 3)
Pé,z’(k)Ni _Pé',i(k_l)va ‘fo <kSm’es,i-

Having this information at hand, we can proceed now into
designing an estimator that will take as input the vector L; and
provide at its output the estimation of the number of contending
nodes at priority 4, V;. The decision making criterion is to mini-
mize the probability of error in mapping each given observation
vector L; into a decision. Consequently, the optimum decision
rule states that

P(n contending nodes|L;) is maximum for n = N, @)

where P(n contending nodes|L;) is the probability of having n
simultaneously contending nodes, provided that we observed the
vector L;. This rule is able to provide the optimal estimation re-
garding the number of contending nodes. However, even though
this formula is simple and compact, the a posteriori probabilities
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are hard to evaluate. On the other hand, the a priori probabil-
ities can be handled much more easily. By employing Bayes’
rule, the above decision rule may be expressed as

pr P(L;|n contending nodes)
P(L;)

is maximum for n = N;, (5)
where p,, is the a priori probability of having n contending
nodes, P(L;) is the probability of observing this L; vector,
while P(L;|n contending nodes) is the probability of observing
the L, vector, provided that there are n simultaneously contend-
ing nodes. This rule is quite more complex compared to the one
provided in (4), yet it can be simplified so that it includes only
one factor. By examining (5), we note that the denominator does
not depend on the number of simultaneously contending nodes.
Further, we can assume that the different numbers of contending
nodes are equally probable, thus making p,, also independent of
n, an assumption which must be initially made since the estimat-
ing station is not aware of the operating environment; optionally,
this assumption may be lifted later on, as the station increases its
knowledge regarding the distribution of p,,. Consequently, these
two probabilities may be omitted and the decision rule may be
expressed as

P(L;|n contending nodes) is maximum for n = N;.

(6)

Essentially, (6) describes a maximum-likelihood rule and the es-
timator that employs it is referred to as a maximum-likelihood
estimator. According to this rule, the estimator calculates
P(L;|n contending nodes) for all possible numbers of contend-
ing nodes and decides in favor of the maximum. To calculate
these probabilities, however, it is necessary that we define the
distribution that the vector L; follows. L; is essentially a his-
togram of the elimination phase lengths for priority ¢, with each
element of this vector containing the number of occurrences of
a specific elimination phase length. At each i-priority access
cycle, one of the m., ; + 1 elements of this vector is increased
by one, while the probability that element j is chosen to be in-
creased is equal to Pgp ;(j), which was defined in (3). From
the above, it is evident that L; follows a multinomial distribution
and the probability of having a specific instance of this vector is
equal to

P(L;|n contending nodes) =
N,!
L;(0)!- - - Li(mes i)!

L. (0) Li(mes.:) N

P,

Po

where py. is the probability of having a k slots long elimination
phase at priority ¢, when there are n simultaneously contending
nodes. So,
e = Pep (k) N ®)
With the availability of the estimation of simultaneously con-
tending nodes /V;, as well as the average packet length for the
i-th priority class, it is easy now to calculate the optimal work-
ing parameters of EY-NPMA. Based on the analytical model de-
scribed in [14], the triplet that leads to the best throughput is
derived, corresponding to the offered load, summarized by two
values—average payload size and estimated number of simulta-
neously contending nodes. These two values, however, do not

correspond to unique offered load scenarios. Specifically, var-
ious payload sizes may appear with different probabilities and
still lead to the same average. Likewise, variations in the ac-
tual number of simultaneously contending nodes may still lead
to the same estimations. Consequently, it is not evident whether
the calculation of the EY-NPMA parameters based on these two
scalar values truly lead to best throughput. Regarding the former
issue, it can be easily proven that the average payload size—in
contrast with a full histogram of the appearing payload sizes—
is enough to make an optimal decision regarding the EY-NPMA
parameters. The model used for the calculation of these param-
eters aims at maximizing the medium utilization, expressed by

- PNCTka’ 9)
Tcycle

where Py ¢ is the probability of not having a collision in a given
cycle, Tpex is the time needed for the transmission of the pay-
load only, while T, is the average duration of a cycle, that
is Tper plus all the overhead. Using the fact that the overhead
does not change with different payload sizes, it can be proven
that the average payload size may be used, instead of the full
distribution of the various payload sizes that may appear.

Regarding the latter issue, unfortunately the use of the esti-
mation of simultaneously contending nodes based on the distri-
bution of subsequent elimination phases does not provide guar-
antees that overall the best performance will be attained. If the
number of simultaneously contending nodes varies, the estima-
tor will provide a value that lies between the minimum and max-
imum values. If the maximum value is much larger than the
estimated one, the probability of collisions may increase signif-
icantly and intensify contention even more, since backlogged
packets will attempt to be retransmitted. Consequently, the es-
timation of the number of contending nodes does not guarantee
optimal performance, even though it is a useful first order ap-
proximation. On the other hand, even though it is possible, the
probability of abrupt changes in a single estimation session is
low. In order to gather 100 samples of successive elimination
phase lengths in a 20 Mbps wireless LAN, less than 100 ms are
needed. Consequently, if the stations act independently, there is
little probability that many stations turn active in such a small
time window. Nevertheless, in order to mitigate this problem,
we propose two measures. First of all, we rule that the calcula-
tion of the optimal parameters are not conducted with the output
of the maximum likelihood estimator, rather a more pessimistic
value is used. Furthermore, an update containing new param-
eters may be issued, as soon as the rate of collisions increases
above a predefined threshold.

The calculation of the optimal triplet employing this model is
computationally intensive; thus it is highly impractical or even
infeasible to have a mobile, battery powered device to execute
this optimization process, which in order to have a beneficial
effect must be repeated frequently. In order to avoid this re-
source consuming process, we propose the usage of precom-
puted EY-NPMA parameters for various instances of this op-
timization problem. According to this scheme, instead of cal-
culating the optimal triplet from scratch, it is much more eco-
nomical in terms of computational and power resources to find
one of the precomputed scenarios that is most similar to the of-
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fered load sampled and then use the corresponding triplet. This
way, the derivation of the EY-NPMA parameters becomes as
easy as searching in a look up table, at the cost of a certain de-
gree of suboptimality. However, by precomputing a sufficient
large number of offered load scenarios, the introduced error may
be kept to a minimum, being overshadowed in fact by the error
introduced while estimating the number of simultaneously con-
tending nodes and the average payload size.

From the above, it becomes evident that the mechanism pro-
posed may be employed in both distributed and centralized
ways. However, while it is possible to allow each station in
the network to find the optimal EY-NPMA parameters for it-
self, a number of issues associated with this approach dictate
otherwise. First of all, a completely distributed approach de-
mands that all nodes constantly monitor the common medium,
an undertaking which is costly in resources, as for example com-
putational power and battery energy. Also, for the estimation
of the number of contending nodes, the mechanism presented
assumes that all stations employ the same working parameters
at all times. Consequently, in a distributed scenario all stations
must have synchronized clocks and switch parameters at the
same instant. Further, if each network node executes the above
outlined process periodically based on the locally stored sam-
ples, there is a significant probability that diverse resuits are
computed. Since, networks nodes are randomly added, switched
on and off, it is high probable that the calculation of the op-
timal EY-NPMA parameters is executed with each node hav-
ing slightly different data. This diversity may lead to groups
of stations in the same wireless LAN operating under different
parameters. Since the method for finding the optimal working
parameters assumes that all network nodes employ the same set
of parameters, this error will not only propagate, but grow. On
the other hand, the centralized approach negates all the objec-
tions provided above. If the estimation of the optimal working
parameters is a task allocated to one and only node of the wire-
less LAN, it is possible to choose for this role the access point
to the wired network, which is free of energy concerns. If an
access point is not available, high end devices may undertake
this role, each for small amounts of time, so that this role does
not become too taxing for a single network station and thus,
unfair. Furthermore, if one node estimates the optimal work-
ing parameters and subsequently diffuses them to the network,
there is no possibility that a loss of synchronisation occurs. If
a fraction of the network nodes miss the update message trans-
mitted by the node that calculates the optimal parameters, this
error will be short lived, since at the next update transmission,
all network nodes will become synchronized again. Regarding
the bandwidth requirements for the diffusion of the new param-
eters, the communications cost is negligible, since the contents
of the broadcasted updates consist of a few numbers.

As far as different network architectures are concerned, it is
obvious that in its current form the proposed medium access
scheme poses several restrictions. One of the fundamental as-
sumptions that were made during the design of the adaptive ver-
sion of EY-NPMA is that at all times all stations are within one
hop from each other. Restricting the diameter of the examined
networks to unity allows all stations to share a common view
of channel conditions, while it also eliminates potential occur-

rences of hidden or exposed terminals. Furthermore, this re-
striction enables a station to calculate the optimal working pa-
rameters of EY-NPMA by monitoring the common medium and
easily diffuse them to all other network stations, since there ex-
ists a single, network-wide collision domain. The network may
operate either in infrastructure or in ad hoc modes, where in the
former case the optimal parameters are calculated by the access
point, while in the latter case a station may be randomly elected
to take up this role.

As the network diameter increases, a number of issues hin-
dering the operation of the proposed scheme appear. In the case
of a network of diameter two, most mechanisms remain unal-
tered, since a station that neighbors to all other nodes can still
be found. Such a station de facto takes up the role of calculating
and diffusing the working parameters, using however a different
optimization procedure than the one proposed here. In this case,
the managing station must take into account phenomena such as
the issues of hidden/exposed terminals, as well as the possible
space division multiplexing that may appeat, since there is not a
single collision domain. In generalized multihop scenarios, two
different classes of networks may appear. In cases of multichan-
nel environments, two hop wide clusters may be formed, each
one using a different channel than its neighbors, with network
wide connectivity being guaranteed by gateway nodes. In this
case, each cluster internally operates independently and thus the
methodology proposed above may be employed. On the other
hand, in the case of single channel environments, there are many
different, yet correlated collision domains. Since the estimator
of the number of contending nodes assumes that all stations em-
ploy the same parameters for bursting, there must be a single,
global set of EY-NPMA parameters in use. Of course, in this
case these parameters should be chosen by taking into account
the region with the highest level of contention and subsequently
be flooded to all network stations.

C. Compatibility Issues

When performance enhancing modifications are presented, a
major design issue is to ensure the proper and hassle free in-
teroperability of the different protocol variants. Even though it
is a very significant characteristic, perfect interworking is not
guaranteed in previous modifications of EY-NPMA. In [14], the
modifications introduced during the prioritization phase alter the
chances that each network station has to access the channel,
showing bias towards one class of stations. In the case of mixed
populations consisting of EY-NPMA/TP and legacy EY-NPMA
users, stations employing the base scheme access the channel
with higher priority. Since with EY-NPMA/TP each priority
class employs two slots during the prioritization phase, legacy
users begin bursting much sooner, preempting thus those that
employ the modified scheme. On the other hand, in the case
of co-existing stations using EY-NPMA and EY-NPMA/ZP, the
stations that employ the modified scheme have increased prob-
abilities to gain channel access. According to EY-NPMA/ZP,
stations that survive elimination but do not gain channel access
are temporarily upgraded to priority 0, disallowing this way all
stations of lower priority to contend for the channel. From the
above, it becomes clear that legacy users—who do not get such
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priority upgrades—get a smaller share of the available band-
width compared to EY-NPMA/ZP users. In [17], the authors
modify the elimination phase, where stations send only the tail
and not full length bursts. Consequently, stations employing this
scheme on average burst for shorter periods of time compared
to legacy EY-NPMA users, thus having a lower probability of
gaining channel access.

In this work, no major modifications on the core mechanism
of EY-NPMA were conducted. Indeed, the distinct phases of
the synchronised cycle—prioritization, elimination, and yield—
were not altered. The adaptive variant of EY-NPMA proposed
is built upon the base protocol and can provide fair interwork-
ing in cases of mixed populations. Let us examine a network
consisting of two set of stations, one employing the base EY-
NPMA scheme, while the other uses the adaptive version. In
this scenario, one of the enhanced stations takes up the role of
monitoring the access cycles, computing the optimal working
parameters and diffusing them throughout the network. Natu-
rally, as soon as the new parameters are transmitted, a set of
stations will adopt them, while the other will disregard them. If
the level of contention is much lower than 256 simultaneously
contending nodes—which is almost always the case—the com-
putation of the optimal parameters will lead to fewer slots al-
lowed for bursting (m.,). The station issuing these updates may
consequently sense the existence of legacy users, when monitor-
ing suspiciously frequent long burst, or even worse when bursts
exceed the maximum number of slots for bursting which was
issued previously. In this case, this station issues again as op-
timal working parameters the ones that are standardized under
HIPERLAN, namely the triplet (9, 12, 0.5). This way, all sta-
tions, both legacy and modified, work with the same parameters
and fairness between them is established.

IV. PROTOCOL EVALUATION

A. Simulation Environment

The experiments conducted in this work aim at evaluating the
performance of the proposed medium access scheme, as well as
comparing it with the base EY-NPMA protocol. The tool that
was used for these experiments was custom coded by the au-
thors in C++. Regarding the physical channel, the capacity of
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Fig. 3. Successive estimations for 50 analyzed samples.

40

30+

-y

Estimated number of contending nodes

——T T
0 20 40 60 80 106 120 140 160 180 200

Fig. 4. Successive estimations for 100 analyzed samples.

the common medium was set to 20 Mbps and was considered to
be ideal, that is the only reason behind erroneous reception was
the simultaneous transmission of more than one stations (packet
collision). The duration of each slot employed during elimina-
tion was set to 212 bits, while the duration of each yield slot
was set to 168 bits, as defined in the HIPERL AN standard. Fur-
ther, all network stations were within one hop from each other,
eliminating thus the appearance of hidden/exposed terminals.
In the first set of experiments, the precision of the mecha-
nism that estimates the number of simultaneously contending
stations is assessed. In this scenario, a population of 20 stations
contend at every cycle for gaining channel access at the same
priority—namely priority 1. The optimal parameter estimation
mechanism is triggered periodically, with a period of 0.5 sec.
We evaluate the precision of the maximum likelihood estimator
by altering the number of available samples of the elimination
phase lengths. Specifically, three values are tested, 25, 50, and
100 samples. For the second set of experiments, we evaluate the
improvement in performance that the adaptive version of EY-
NPMA offers, compared to the base medium access scheme.
For this scenario, a variable number of network stations com-
pete in every cycle for channel access at priority level 1. The
two protocols are compared in terms of throughput and mean
access delay. Under the term access delay, we measure the time
needed between a packet reaching the head of its priority queue
and its successful transmission. This metric was mainly chosen
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Fig. 5. Throughput vs. number of contending nodes.

because it decouples the delay measurements from queue length.
The performance of both protocols was evaluated for different
packet sizes, ranging from 125 to 1000 bytes long.

For the third set of experiments, the performance of both base
and modified schemes was evaluated in terms of throughput and
mean access delay, this time however in a multiple priority sce-
nario. In this scenario, a population of 40 stations is offered vari-
able traffic. Three poisson sources are attached to each station,
one for each priorities 1, 2, and 3. All sources generate con-
stant length packets that are different between the 3 priorities.
Specifically, priority 1 sources generate 250 bytes long packets,
while priorities 2 and 3 sources generate 500 bytes and 1000
bytes long packets, respectively. The mean interarrival time of
these sources was set, so that the bandwidth ratio between the
three priority sources is always 1:1:2. That is if each priority
1 source generates 32 kbps of traffic, priorities 2 and 3 sources
generate traffic of 32 kbps and 64 kbps, respectively. At this
point, It should be noted that no priority migration scheme was
employed in these simulations. Since this task is undertaken by
higher sublayer and the mechanism for doing so is not unique,
we preferred to not allow packets getting their priority upgraded.

B. Simulation Results

In the first set of experiments, the accuracy of the degree of
contention estimates is measured and evaluated. In Figs. 24,
successive estimates of the maximum likelihood estimator are
depicted, showing the relationship between estimation accuracy
and number of processed samples. In the scenario examined, the
level of contention is constant, with 20 stations willing to trans-
mit at every cycle. With an ideal estimator the results should
be flat lines with all estimates being equal to 20. However, be-
cause of the stochastic errors and the limited sample size, a cer-
tain degree of inaccuracy is present. As was expected, when
more elimination phase lengths are sampled and analysed, the
output of the estimator deviates less from the actual number of
simultaneously contending nodes. When 25 successive samples
are captured and analysed, the estimator approximates the real
number of contending nodes, yet at times significant errors ap-
pear. As the number of samples increases, these errors naturally
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Fig. 6. Mean access delay vs. number of contending nodes.

become smaller. With a sample pool equal to 100, the deviation
is clearly less intense.

From these figures, it is clear that more measured elimination
phase lengths enable more precise estimations. Even though ac-
curate estimates are attractive, a major practical issue is con-
nected with such an increase of the sample pool. As the number
of samples that must be analysed increases, so does the com-
putational cost of the estimation process. Also, the model em-
ployed for finding the number of contending nodes is based on
the multinomial distribution, which makes heavy use of factori-
als. With large number of samples, the formula presented in (7)
may not be used in a straight forward fashion, since overflows
are almost certain to appear.

In the second set of experiments, the two medium access pro-
tocols are examined for different payload sizes and simultane-
ously contending nodes. In Figs. 5 and 6, the achieved through-
put and the mean access delay are respectively presented versus
the number of simultaneously contending nodes. In Fig. 5, we
see that the adaptive version of EY-NPMA outperforms the base
scheme for all combinations of payload sizes and contending
nodes. However, these gains are more significant when smaller
payload sizes are served, in contrast with larger payloads where
the difference in performance between EY-NPMA and its adap-
tive variant is smaller. In the case of 125 bytes long packets,
the adaptive version of EY-NPMA demonstrates an increase in
throughput that can reach as high as 27%, while when 1000
bytes long packets are served the corresponding increase is only
49%. In the case of small payload sizes, the duration of an elim-
ination or yield slot is a significant fraction of the total cycle
time. Consequently, the gain that can be achieved by reducing
the number of slots experienced as overhead is much more im-
portant in such a case, compared with a longer payload scenario,
where the data transmission accounts for the biggest part of the
access cycle. The same effect is also present in the results de-
picted in Fig. 6. As hinted by the previous figure, the adaptive
version of EY-NPMA shows better gains in performance in the
case of smaller payloads, while for longer packets, even though
it is still better, the improvement is not as big. Furthermore,
we notice that in both cases the mean access delay increases
almost linearly, as more stations enter the contention process.
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Fig. 7. Throughput per priority vs. offered load.

This characteristic is due to the very good scaling attributes of
EY-NPMA and its variant, where only a slight degradation in
terms of throughput is observed, as the number of contending
nodes increases.

For the third and final set of experiment, a scenario with
multi-priority traffic is examined. In Fig. 7, the throughput for
the three different priorities is presented, while in Fig. 8 the
mean access delay is depicted. On a first observation, the re-
sults in this scenario confirm what has already been shown in
the previous set of experiments, with the network working be-
low its saturation point for wider ranges of offered load and
increased throughputs when the working parameters are adap-
tively changed. However, under further scrutiny another impor-
tant phenomenon becomes apparent. For the same aggregate of-
fered load, we see that priority 3 traffic achieves better through-
put with adaptive EY-NPMA rather with the base scheme and
this increase is bigger than what one would expect having Fig. 5
as a guide. While on average in Fig. 5 adaptive EY-NPMA out-
performs the base scheme by 0.4 Mbps, in this scenario priority
3 traffic—which also consists of 1000 bytes long payloads—
achieves better throughput with the adaptive version by a mar-
gin that is well above 1 Mbps. This improvement cannot be
accounted only on the better channel utilization done by the sta-
tions at this priority class. Rather, the increased efficiency in the
higher priorities effects the performance in the lower ones. In
this scenario, the more efficient “packing” of data transmissions
in priorities 1 and 2, increases the network time that is available
for priority 3 transmissions, thus further increasing the through-
put at this priority class. The same effect can also be observed
for priority 2 traffic. Regarding the mean access delay times, the
adaptive variant of EY-NPMA outperforms the base scheme in
all examined values of offered load, having a major impact on
the network responsiveness, and the degree of quality of service
that it can provide. Furthermore, since with adaptive EY-NPMA
the network operates below its saturation point under a wider
range of offered loads, extremely high mean access delay times
appear later with the adaptive version of EY-NPMA, compared
with the base scheme.

1000 5 -
{—=— EY-NPMA Pri-1
—e— EY-NPMA Pri-2
1-+— EY-NPMA Pri-3
|--=-- Ad. EY-NPMA Pri-1 E
--#-- Ad. EY-NPMA Pri-2 " .
100 --4-- Ad. EY-NPMA Pri-3 / :

104-

Mean access delay (msec)

40

Aggregate offered load (Mbps)

Fig. 8. Mean access delay per priority vs. offered load.

V. CONCLUSIONS

In this work, we have proposed and evaluated the per-
formance of a medium access scheme based on EY-NPMA.
The mechanisms behind the proposed protocol that allow it to
achieve better performance rely on the calculation of the opti-
mal working parameters for the currently offered load and its
adoption by all network stations. In order to enable a sensing
station to estimate the number of contending nodes and the av-
erage payload size, a non-intrusive method for doing so was de-
vised, based on the analysis of the characteristics of successive
access cycles. The good characteristics of the proposed scheme
were confirmed via simulations, where significant gains in per-
formance were witnessed for all scenarios examined.
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