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Pose Estimation of 3D Object by Parametric Eigen
Space Method Using Blurred Edge Images

Jin-Woo Kim'

ABSTRACT

A method of estimating the pose of a three-dimensional object from a set of two-dimensioal images
based on parametric eigenspace method is proposed. A Gaussian blurred edge image is used as an input
image instead of the original image itself as has been used previously. The set of input images is
compressed using K-L transformation. By comparing the estimation errors for the original, blurred
original, edge, and blurred edge images, we show that blurring with the Gaussian function and the use
of edge images enhance the data compression ratio and decrease the resuiting from smoothing the
trajectory in the parametric eigenspace, thereby allowing better pose estimation to be achieved than that
obtainable using the original images as it is. The proposed method is shown to have improved efficiency,
especially in cases with occlusion, position shift, and illumination variation. The results of the pose angle
estimation show that the blurred edge image has the mean absolute errors of the pose angle in the measure

of 4.09 degrees less for occlusion and 3.827 degrees less for position shift than that of the original image.

Keywords : Pose estimation, K-L transformation, parametric space

1. INTRODUCTION

Recognition of three-dimensional (3D) objects
from two-dimensional (2D) images and estimating
their spacial pose important research fields with a
wide range of applications in a variety of areas,
including bin picking, parts manufacturing[1], and
camera control{2-4]. The representative method of
finding a specific object in an image is template
matching. In this method, a template with the same
shape as the specific object is first made. The
template is then moved over the image, and the
location that has the highest correlation with the
template is selected as the position of the specific
object. However, this method is mot efficient in
some cases-such as with images that have a large

amount of noise, occlusion, illumination variations,
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and/or pose changes. One way to deal with such
cases is to memorize all the 2D appearance images
of the 3D object and then compare the input image
with them, but this is often impractical due to the
huge amount of computer memory required. Many
algorithms that have been proposed for pose
estimation make use of eigenspacel5,6], which
gives the advantage of information compression
between similar objects. Such algorithms have, for
instance, been reported for pose estimation of facial
images[7-11], as well as for the identification of
individuals{12]. In these cases, the input images are
facial images taken from different directions.
Murase and Nayer[13-15] have proposed methods
of pose estimation, as well as object classification,
that employs and an illumination planning to be
most distinguishable in appearance from each other
using the nearest trajectory in an eigenspace using
various kinds of objects and lighting conditions.
However, they still use the original image as the
input image. Therefore, when there is an occlusion,

the model and the object do not coincide well, and
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as a consequence it may not be possible to classify
and estimate the parameter (the pose in this case).
An algorithm that uses an edge image instead of
the original image may be make effective in pose
estimation because it emphasizes the edges, which
are features of an object, while reducing the amount
of redundant information. Here, the eigenspace needs
to enhance the contribution ratio. This is made
possible by blurring the edge image, where the co~
rrelation value between neighboring points becomes
higher.

In this paper, we propose a method of composing
the eigenspace from Gaussian blurred edge images
in order to be able to estimate stably the pose of
an object even when occlusion, shift of position,
and/or change of illumination occur. We show that
blurring by means of the Gaussian function and
edge extraction enhance the data compression ratio
and decrease the error due to smoothing. We also
examine the estimation errors arising from a large
positional shift, as well from expansion or reduction
in object size, versus the number of eigenspace
dimensions, and show the effectiveness of using
blurred edge images in dealing with such distur-
bances. Our results demonstrate that the proposed
method of edge blurring is effective for accurately
estimating three-dimensional poses using sets of
two-dimensional images.

2. MAKING AN IMAGE SEQUENCE

The 72 image frames used in the experiments
were prepared as follows. An image sequence was
obtained by placing an object (a teapot) on a
turntable and rotating it. At rotating intervals 5
degrees, images were taken by a CCD camera and
saved in a frame memory connected to a computer.
The light source was fixed at one place. Using a
Sobel filter, edge images were made and then
blurred by a Gaussian filter (standard deviation, o =
2.0). The resultant images are hereafter referred to
as blurred edge images. Both the original and

blurred edge images were normalized as described
in the following section. All the images used had
a uniform size 64X64 pixels. Fig. 1 shows examples
of images obtained by rotating the object: (a)
original images, (b) blurred original images, (c)

edge images, and (d) blurred edge images.
3. EIGENVECTOR CALCULATION(16)

First, raster vectors X »(N?x1) are obtained
by raster scanning of the m-th blurred edge
(Fo=0%,;1: NxN;m=1,2,3, -, M)

as follows, where M is the number of images:

images

Xm=[ fu, f12,"', f ] T
To remove the effects of intensity differences
among input images (due to object position and
sensor condition), the raster vectors are normalized:

-~

X m

T X

X (1
Examples of blurred edge images are shown in Fig.
1(d). Since these images are the blurred results of
edge enhanced images, the correlation between two
consecutive images in this sequence is high[17].
The average of the images is determined using the

equation
L
A= i gl X, 2)
The image convariance matrix C is then calculated
as follows:
C=g; 2( xu= AX x,— A)T 3

The C matrix can be expressed thus:

(0,0) 0, N*—1)
«(1,0) (1, N*-1)
C(N?*—1,0) -+ C(N®*-1, N2-1)

Finally, the eigenvalues are calculated using the

equation
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Ce,-=/1,- e, (4)
(1=1,2,3,---,NXN )

The eigenvalues are arranged in descending order

and the corresponding base eigenvectors ( e, -,

e, ) are obtained. Using these vectors, it is

possible to compose an eigenspace that can
efficiently compress the features of the images.
The trajectory of highly correlated images in the
eigenspace will be compact and smooth. Fig. 2
shows examples of eigenvectors (images), In
which (a)~(d) correspond to frames (a)~(d) in
Fig. 1.

4. PROJECTION TO PARAMETRIC EI-
GENSPACE

Subtracting the average images A from each

image, the following equation gives the corres-
ponding projection points g (), where pis a para-

meter describing the pose:

g(ﬂ):[ €, €z, ", ek]T( Xm— A) 5)

Generally, when the difference between two poses
of an object is small, the images are highly
correlated and their projected positions in the
eigenspace are also close to each other. Fig. 3(e)
shows the parametric eigensubspace trajectories
(dictionary) for the object in Fig. 1 composed of
only 3 eigenvectors in descending order. The
sequences of the projected points are depicted as
continuous smooth curves using B-spline inter-
polation. An unknown pose of an object can
ascertained by projecting the image to the
eigensubspace and estimating its pose as the
nearest point on the trajectory in the manner
detailed below.

5. POSE ESTIMATION OF AN OBJECT

We assume here that the size and brightness of

(a) Original images

(b) Blurred original images

(d) Blurred edge images

Fig. 1. Set of images obtained by rotating an
object(teapot).

(a) Original images

€1 €2 ‘ €3

(b) Blurred original images

€2

(c) Edge images

2
(d) Blurred edge images

Fig. 2. Eigenvector images of the images shown
in Fig. 1.



1748 JOURNAL OF KOREA MULTIMEDIA SOCIETY, VOL. 7, NO. 12, DECEMBER 2004

Projectian peint of gaues magee ~—
Projececn parte of mages of Fg )+

3t
/

4 o
28825

(a)Original (b)Blurred original

—_— Gnng gaussian ier —
Promcron pons of mades of P 0 - P'wyywq:"- ‘ofmages of Fig 58, -

(c)Edge (d) Blurred edge

Fig. 3. Trajectories for the object depicted in Fig.
1in parametric eigensubspace and projected
points of occluded images.

an input image are normalized by preprocessing.

The vector of a normalized input image is defined
as y and is projected as the point z in the

eigensubspace by the equation

z=[ ey, ey, ", el (y— A) (6)

The pose estimation value p, pose estimation
erTor € 4 , relative distance error € ; , and distance

error d of the object are defined as follows:

po= argmin|| z— g |l (7N
€9=0s— Do (8)
sa= I|Zu ©

a= min|l z— g (]l (10)

Here, pg is the correct pose value.

6. POSE ESTIMATION EXPERIMENTS

In the original image Eigenspace, the error of
pose estimation of the object increases according
to the variants of occlusion, shift of position and
lighting conditions, therefore it causes a problem
for the estimation of an objects pose. This problem
is very important for utilization of an outside

environment. To solve this problem, firstly the

edge image is used, instead of the original image,
for this paper. The edge image emphasizes the
edge of a subject object and reduces the amount
of information of the other parts, so it is considered
to make the estimation of pose influential for the
case of occlusion. For the pose estimation of an
object using Eigenspace method, the contribution
ratio is needed to be enhanced in the low-
dimension. However, we conduct the Gaussian
function to raise the value of the correlation
between neighboring images. Using the property
of this correlation, we can expect the elevation of
information compression ratio by K-L transfor-
mation ; this principle uses the fact that certain
kinds of pose estimations can be done easily when
the occlusion and shift of position of image occurs
for pose estimation through parametric Eigenspace
method.

To judge the effectiveness of our proposed
method, we projected original, blurred original,
edge, and blurred edge images to the eigen-
subspace and then examineed how the minimum
distance between the projected points and the
trajectories of the images varied in the presence
of occlusion, position shift, and illumination
variations. The contribution ratio plotted against
the number of dimensions for the original, blurred
original, edge, and blurred edge images, are shown
in Fig. 4 in descending order of eigenvalue. The
plots clearly show that the highest degree of
compressibility is achieved with the blurred edge
image method, especially in the case of a small

number of dimensions.

6.1 Occlusion

Fig. 5(a)~(d) shows the frame sequences of the
original, blurred original, edge, and blurred edge
images from Fig. 1 in which the top-right portion
of the object is hidden. The occlusion window
applied to the images is depicted in Fig. 5(e). We
adopted the three prime eigenvectors from the

maximun eigenvalue in descending order. The
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contribution ratios are (a)0.393460, (b)0.650857,
(¢)0.597741, and (d)0.72065, respectively. As men-
tioned earlies, Fig. 3(a)~ (d) depicts the parametric
eigensubspace trajectories of the dictionary (solid
lines over) 360° obtained with images taken at
intervals of 5° during rotation. The series of
projected points for the occluded ohject (mark : X)
are also shown for each of the image types. The
total number of the four kinds of occluded images
was 288 (72X%4), and the occluded area comprised
11.7% of the teapot image.

Fitst, in Fig. 3 we can see that the trajectories
in the parametric eigensubspace of (a) and (b)
resemble each other in that thelr shape is simple
except for the right-hand side where the trajec—
tories are folded. On the other hand, the trajectory
in (¢) Is more complex but well spread, thereby
separating each pose and reflecting the characteristics
of the edge features. The trajectory in (d) is simplee
than that in (c) because of edge blurring by the
Gaussian function.

Next, the data from Fig. 3 are redrawn in Fig.
6 in order to clarify the estimation errors. In each
frame of Fig. 6, the correct values of the pose are
shown as a straight, diagonal dotted line and the
estimated values by larger dots (). Deviations
from the diagonal line indicate errors. Table 1 (left
column) shows the estimated pose angle average
errors for the occlusion images. In the case of the
original image, has some but peak limited in which
the estimation errors valuess which occur mainly
in the folded portion of the trajectory, the average
error is relatively large. The blurred edge image
has the lowest pose angle average estimation error,
which is less than those of the edge, blurred
original, and original images by 0.411°, 3.653°, and
4.09°, respectively.

6.2 Position Shifts

The object was shifted by 45% in an upward
direction and the estimation errors were examined.

The profiles of the pose angle estimations are

shown in Fig. 7(a)~(d).

Estimations made using the original images
show a large number of errors, which are reduced
when the original images are blurred. On the other
hand, even though the use of edge images gives
large peak error values, the average of error is
smaller than that of the original images. With
blurred edge images, the errors are minimized.

At least ten expanding dimensions are considered
to be required to obtain a contribution tatio of 0.7,
which is needed for image spotting. Image spotting
means recognizing the image of an object in a
scene, which is one of the attractive applications
of the pose estimation. The cumulative contribution
ratios shown in Fig. 4 suggest that blurring may
be effective for images spotting. In our experiment,
thirteen dimensions were needed to obtain a
contribution ratio of 0.7 using the original image
(case (a) in Fig. 7), compared with only three
dimensions using the proposed method (case (d)
in Fig. 7).

Our findings show that blurring is effective for
the estimation of position shift. The mean absolute
errors of the pose angle estimations for all the
image types are given in Table 1. The estimation
error for the blurred edge image decreased by 1.577°,
3.827°, and 0.987° respectively compared to those
for the edge, original, and blurred original images.
From these results, it is clear that proposed blurred
edge image method is robust enough for the pose

angle estimation of a shifted object.

6.3 lllumination Variation

In this section, we examine how the pose
estimation distance error varies for the following
cases (see Fig. 8(1)~(4)):

(1) The position of light source changes right or

left direction.

(ii) The intensities of right and left light source

change.

The conditions of illumination (light sources) are
shown in Table 2.
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Fig. 8. Images used for pose estimation in the case
of light source variation

Table 1. Estimation accuracy for images containing
occluded or shifted objects

Average error of pose

Fig. 5. Sample images from Fig.1 with the top-right
portions occluded.
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Fig. 6. Pose estimation profiles for occluded images

in Fig. b.

Input images estimation(degree)
Occlusion image | Position shift image |
original image 4.7170 5.715
Blurred original image 4.333 2.875
Edge image 1.091 3.465
Blurred edge image 0.680 1.888

Table 2. lilumination condition for Fig. 8.

case No. Ilumination Average value of
pot—area gray level
) ® 2.3
(2) @ 93.9
(3) D+® 122.8
(4) @+® 137.8

light source is located

@ 25° right hand side

@ 35° left hand side

@ front side from the object-toward camera line
The setting of the light sources:

= distance between the light source and the object is 40cm.
= clevation angle is 30° from the object.
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In each case, the number of parametric eigen-
subspace dimensions is three. Fig. 8 shows the
original and blurred edge images used for the ex—
periment in which the illuminations was changed.

Fig. 9(a) shows the error profiles of the 3D
cigensubspace for the images with illumination
variation. Figures 9(b), (c), and (d) show the
projected profiles of the dispersions for the
illumination changes (original images, ; blurred
edge images, [1) onto the x-y, y~-z, and z-X planes,
respectively. The group at the left side is that of
the original images and the group at the right side
is that of the blurred edge images. Two groups are
well separated. The mean projected points for the
four case of original and blurred images are
indicated by “+” and “x”, respectively. It can be
seen that the blurred edge image group is less
dispersed (i.e, more stable) than the original image
group. The distances from the x=0 plane along the
x axis, which correspond to the first primary
compoments, are at the same level for both images
(Fig. 9(b)). The distances of the blurred edge
images (Fig. 9(c), (d)) from the y=0 plane along
the y axis and the z=0 plane along the z axis, which
respectively correspond to the second and third
primary components, are smaller than those of the
original images. These results show that the
processing of differentiation (edge detection) and
blurring in the parametric eigenspace method
produces a compact eigensubspace and is robust
for changes in light intensity.

Table 3 shows the average absolute errors of
pose angle estimation for illumination variations,
from which we can see that the blurred edge image
method is robust also for illumination variations.

6.4 Comparison with Other Methods

For the case of occlusion that frequently occurs
in the pattern recognition, we conducted a comparison
study using a correlation method and Eigenspace
method[7].

In the comparison experiment, we used 36

Tho mean vawa of crigral images -
Blurred sopa images

2 The mean valve of blbrred soge mages oo

0%

PTaE Gz aw 4t o® g om et o oz o

(b) X-Y plane

o,
2 5 06 aoe oee 6 01 o1z b7 ot D

(d) Z-X plane

Fig. 8. Projected points of original images (left-side
groupin (a)) and blurred edge images (right-
side group) under varying illumination.

Table 3. Estimation accuracy for original and blurred
edge images with variation of illumination.

) Average error of pose
Inz?tér;aies estimation(degree)
Original image | Blurred edge image
(1) 1.27 0.004
(2) 25 1.23
(3 3.17 0.76
(4) 425 0.26

occlusion images that were produced by Fig. 5 and
rotated by 10 degrees. There are the results of the
comparison experiment between our proposed
method and other existing methods, on the Table 4.

The method we proposed could gain relatively
high accuracy, compared to the conventional
methods, and we could confirm that it is possible

to estimate the pose of objects.

7. CONCLUSIONS

The parametric eigenspace method proposed by
Murase and coworkers allows the pose of a 3D
object to be estimated by 2D object matching. In
this case, the matching process between the huge
amount of data can be simplified by K-L trans-
formation because the images of a rotating object

have a strong correlation, and the objcet can be
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Table 4. The results of the comparsion experiment
with other methods

recognition ratio
(in the case of occlusion)

correlation method 38.46%
Eigenspace method 40.28%
the proposed method 99.47%

expressed by a small number of eigenvectors. We
confirmed that the redundancy of edge image
information is low compared to that of the original
image, on the basis of which we proposed a new
method for pose estimation in parametric eigen—
space using edge images blurred by Gaussian filtering
instead of the original images. We have shown that
blurring by the Gaussian function and edge
extraction enhance the data compression ratio and
decrease the occurrence of errors. We have also
shown how blurring and edge extraction of an
object are effective in decreasing the pose estimation
error, and consequently the effectiveness of the
blurred edge image.
The conclusive results are as follows:
(1) Blurring and edge extraction in K-L trans-
formation enhance the compression ratio.
(2) Blurring and edge extraction are both robust
with respect to occlusion and pose shift.
(3) A blurred edge image is the most accurate
and robust type of image for pose estimation
under circumstances of occlusion, pose shift,
and/or illumination variation.
The proposed method was demonstrated to
possess both good accuracy and robustness
compared with conventional methods that use

original images.
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