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1. Introduction

Question is one of the important sentence forms, by which we ask

something,)) There are several different types of Questions: Yes-No

‘Many parts of this paper are similar to those in Lee (2004). Lee
(2004) handles Questions in Korean whereas this paper concerns those
in English. Because these two papers are based on the same framework,
i.e, Categorial Grammar, the basic explanations for the framework are
identical. But, Question-handling algorithms in these two papers are a
little different. For details of Korean Questions, see Lee (2004).

'When we say Questions, rather than Interrogatives, it usually implies
that we especially focus on semantic interpretations in addition to
syntactic behaviors.
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Questions, Wh-Questions, Tag Questions, and so on. We may have
different sorts of answers depending on what kinds of Questions we
have.

English also has different types of Questions. For example, from a
Declarative sentence in (la), we may derive several different kinds
of Questions, as (1b) - (1d) illustrate.

(1) a. John loves Mary.
b. Does John love Mary?
c. Who loves Mary?
d. Who(m) does John love?

(1b) is a Yes-No Question, and (Ic) and (1d) are Wh-Questions.

The goal of this paper is to provide computational algorithms for
Questions in English. Here, computational has dual meaning 2 la Lee
(2003). One is operations on the representations, and the other is
computational implementations. The system developed in this paper
presupposes its computational implementations, though specific
implementational .algorithms will not be provided in this paper. But,
the system introduced in this paper can easily be changed into
computer languages, such as JAVA or C++.

This paper is organized as follows. Section 2 summarizes previous
approaches to Questions. Section 3 demonstrates some characteristics
of English Questions. Section 4 introduces basic ideas in Categorial
Grammar, Steedman’s CCG, and a CCG-like system. In Section 5, we
analyze English Questions in the CCG-like system. Section 6
discusses the advantages and some remaining problems in analyzing

Questions in our system. Section 7 summarizes this paper.
2. Previous Approaches to Questions

Before we start to examine Questions in English, it will be

helpful to have a short review for previous approaches in
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Questions. This section provides a short review of studies in
Questions, dividing them into syntax and semantics.

Syntactic approaches to Questions, especially in Chomskyan
traditions, have focused on how Questions can be made from
their Declarative counterparts. The major tool that they have
used in their analyses is movement. (2) shows us how the
analyses on Yes-No Questions and Wh-Questions have developed

historically in Chomskyan traditions.

(2) Syntactic Approach to Questions (Chomskyan Traditions)

Yes-No Question Wh-Question
TG (Chomsky 1957/1977) | Subject-Aux Inversion Wh-Movement
GB (Chomsky 1981/1986) | I-to-C Movement Wh-Movement
MP (Chomsky 1995) Move (Head Mvt.) Move (Wh-Mvt.)

As you can see in this table, movement plays an important role
to the analyses of Questions in Chomskyan traditions.

There are also other types of syntactic approaches where
movement is not used. They include the analyses in GPSG
(Generalized Phrase Structure Grammar; Gazdar et al. 1985) and
HPSG (Head-driven Phrase Structure Grammar; Pollard and Sag
1994, Sag and Wasow 1999). In those approaches, Questions are
analyzed with feature instantiation and feature percolation.

Semantic approaches to Questions can be divided into three
groups. The first is Categorial Approaches, where semantic types
are used for catching the meaning of Questions. The second is
Embedding Approaches, where the meaning of Questions is
captured by embedding the Questions into Declarative sentences,
along with some verbs such as know, wonder, etc. The last one is
Propositional Approaches, where the meaning of Questions is
represented by propositions.?)

There are three major claims in Propositional Approaches to
Questions. Hamblim (1973) said that the meaning of a Question

*For details of these approaches, see Hong (1999).
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is the set of possible answers. Karttunen (1977), however, claims
that the meaning of a Question is the set of true answers.
Groenendijk & Stokhof (1982, 1984) have a little different
position, and they said that the meaning of a Question is just

propositions, not a set of propositions.
3. Questions in English

From a single Declarative sentence, we may derive several
different types of Questions. In this section, we overview the
types of English Questions, focused on Yes-No Questions and
Wh-Questions.

Yes-No Questions in English are made with an auxiliary verb
do in the sentence-initial position, where the verb do carries the
tense and agreement information.?) For example, from a declarative
sentence (3a), we can derive a simple Yes-No Question (3b).

(3) a. John loves Mary.
b. Does John love Mary?

As you can see in (3b), does in the sentence-initial position has
the tense and agreement information.

We may have other types of Yes-No questions. John or Mary
in (3a) can be replaced with an indefinite pronoun, such as
someone or anyone, and we can derive Yes-No Questions from

them. For example, we may have (4b) from (4a), and (5b) from (5b).

(4) a. Someone loves Mary.

b. Does anyone love Mary?

*As one reviewer pointed out, Yes-No Questions in English can be
made with the verb be or other auxiliary verbs. In those cases, however,
the auxiliary verbs can be handled similarly. Therefore, this paper will
not include those cases.



A Computational Approach to English Questions 179

(5) a. John loves someone.

b. Does John love anyone?

(4b) and (5b) are also Yes-No Questions that we can have in
English.

Wh-Questions in English are made with wh-words. For
example, from (6a), we may derive two Wh-Questions (6b) and
(6c), where wh-word occupies the subject position of in (6b) but

it occupies the object position in (6c).

(6) a. John loves Mary.
b. Who loves Mary?
c¢. Who(m) does John love?

One of characteristics of English Wh-Questions is that wh-words
prefer to be fronted into the sentence-initial position. For example,
we may have either (7b) or (7c) from (7a). The wh-word whom
is in the object position in (7b), whereas it is fronted into the

sentence-initial position in (7c).

(7) a. John loves Mary.
b. John loves whom?
¢. Who(m) does john love?

In this paper, we will focus on the analysis of (7c) rather than
(7b), and we will not handle the sentence (7b).

4. Categorial Grammar and A CCG-like System

4.1. Basic Ideas in Categorial Grammar

Categorial Grammar was introduced by Ajdukiewicz (1935) and
modified and advanced by Bar-Hillel, Curry, and Lambek. In this
framework, we have two basic categories NP and S, and other
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categories are made from the combinations of these two
categories. In this grammar, every lexical item has its own
category information in the Lexicon, and all the syntactic
phenomena are described and analyzed by the functor-argument
relations of these categories.

Steedman (1996, 2000) extended previous studies in Categorial
Grammar and introduced Combinatory Categorial Grammar
(CCG). The most important characteristic of his system is that
predicate-arguments relations are projected by the combinatory
rules of syntax, and other operations are based on these relations
(Steedman, 2000:38). The most primary combinatory operation in
Categorial Grammar is functional application, which is shown
below in (8).

(8) Functional Application (Steedman, 1996:13, 2000:37)
aXxX/Y f Y :a - X :fa >
b. Y ta X\NY :f — X :fa (<)

Here, (8a) is called a forward functional application, and (8b) is a
backward functional application. f is the translation of the functor
category, and a stands for that of the argument category. The
schema in (8) illustrates how syntactic operations, ie. category
combinatorics, can be related with its semantic interpretations.

The other operations that we will use in this paper are
functional composition and type raising, which is shown in (9) and
(10) respectively. Here, the semantic interpretations are added to
category combinatorics as in (8).

(9) Functional Composition (Steedman, 1996:43, 2000:55)4)
aX/Y:f Y/ Z:g —8 X/ Z:M&f(igx)y (>B)
b.X/Y:g Y\NZ:f —8 X\ Z:Axg(fx) (> B)

“Steedman (1996, 2000) didn’t contain all the semantic interpretations
to all of the rules in functional composition. Semantic interpretations in (9)
here are added with help of Kang (2001:84-85).
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¢ Y\ Z:f X\NY:g —s X\ Z: Axg(fx) (<B)
dY/Z:g X\NY:f —s X/ Z:2Mfigx) (<B)

(10) Type Raising (Steedman, 1996:37, 2000:44)
a. X:a -t T/ (T\X):Afa >T
b. X :a —r T\N(T/ X): AMfa <7

(9) and (10) also demonstrates the relations between syntactic
operations and semantic interpretations. (9a) and (9b) are called
forward functional compositions, and (9c) and (9d) are backward
functional compositions. Likewise, (10a) is called a forward type

raising, whereas (10b) is a backward type raising.

4.2, A CCG-like System (Lee 2003)

The system that this paper develops is a CCG-like system,
which has been introduced in Lee (2003). It is basically the
incorporation of storage mechanisms into Steedman’s CCG. This
system is similar to Steedman’s system in that surface combinatorics
triggers other operations, especially Question-handling algorithms
in this paper. It is different from Steedman’s in that it uses
attribute-value ordered pairs (avop) in (11) to describe syntactic
dependencies of constituents. These five attributes are explained
in (12).

(11)  Structure of Attribute-Value Ordered Pair (avop)
<PHON, CAT, TRANS, NPS, SLASH>

(12) Five Attributes
a. PHON
(i) phonological/morphological form
(i) concatenates a word to a stream of words
b. CAT

(i) has categorial information
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(i1) such as S, NP, S\NP, and so on
¢. TRANS
(i) semantic interpretation
(ii) based on Montagovian semantics
d. NPS (NP Index Store)
(i) something like a Cooper-storage
(ii) has indices of NPs
e. SLASH
(1) similar to that of HPSG
(i1) necessary to deal with crossover phenomena

The operations on the CAT values trigger operations on all the
other avop values. The semantic interpretation of Questions, i.e.,
the TRANS value, is also calculated by the result of functional
application, functional composition, or type raising.

In this paper, the index types of NPs are classified as in (13),
and this information represents the type of NP.

(13) Index Types of NPs
a. Memame ©  Proper nouns

b. f4pron ©  pronominals

These index types are stored in NPS or SLASH, and play
important role to identify whether the given sentence is a
Declarative, a Yes-No Question, or a Wh-Question. -

5. Analyzing Questions in the CCG-like System

5.1. Declaratives and Questions

Before we start to analyze Yes-No Questions and
Wh-Questions in the CCG-like system, we have to think about
the followings: (i) how we «can capture the semantic

interpretation of Declaratives and Questions, and (ii) how we can
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represent them semantically.

First, let's see how a Declarative (3a) is analyzed in the
CCG-like system. It will be useful to compare the analyses of
Declaratives with those of Questions. (14) is the analysis for (3a).
Here, the superscripted bracketed numbers in (14a) refers to

phonological/morphological forms of each lexical item.5)

(14) a. "john Poves PMary.

b' <[1]+[2]+[3],5,love’ (ffm)/NPSI{1+name/2+name}/SLASHi >

<[1],NPx,j,NPS:{Lsmame}, SLASH: 2 ><[2]+[3] S\NPx,love’ (1), NPS:{1, 2sname}, SLASH: @ >

//\

<[2],(S\NP)/NP,love’,NPS:(1},SLASH: @ ><[3],NP, 1, NPS:{2:rame}, SLASH: @ >

The analysis proceeds as follows. First, loves is combined with
Mary, whose category are (S\NPi)/NP and NP respectively.
Because (S\NP1)/NP is the functor and NP is the argument, a
forward functional application in (8a) is applied.

(8) Functional Application (Steedman, 1996:13, 2000:37)
aa X/Y f Y =:a — X :fa >)
b. Y T a X\Y :f — X :fa (<)

The result of functional application becomes S\NP; and its
interpretation is calculated as love’(m). The PHON value is
calculated just by concatenating two constituent values. NPS and
SLASH values for the category S\NP: are calculated by the
union of each value of the constituents. Then, John combines
with loves Mary, whose categories are NP; and S\NP
respectively. Now, since S\NP; is the functor and NP; is the
argument, a backward functional application in (8b) is applied. The

category value becomes S, and its semantic interpretation is

Here 1 in (S\NP1)/NP means the index of subject NP must be 1. It
is a tool for subject-predicate agreement.
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calculated as love’(m)(j), where love’(m) comes from S\NP; and j
from NPi. love’(m)(j) becomes love'(jm) by Relational Notations
(Dowty et al, 1981:164). By these processes, we can analyze a
Declarative sentence (14a), which is identical to (3a), successfully
in the CCG-like system.

Now, let's move to semantics of Questions. Karttunen derived
the meaning of Questions from that of Declaratives using the
Proto-Question Rule in (15).

(15) Proto-Question Rule (Karttunen, 1977:13)
If & € P, then 20 € Po.
If & translates to @, then ?® translates to Ap['p A "p = @]

As you can see, ® is a t-type expression (i.e., a Declarative),
while ?0 is a Q-type expression (i.e., a Question). If ¢ is the
translation of @, then ?9 is translated into Ap['p A "p = @]
Along with this rule, he analyzed the sentence (16) as in (17).

(16) Who dates Mary?

(17)  a. ?he; dates Mary w'p A "p = date’(x,m)]
b. who AP J xP{x}
c. Who dates Mary? p3Ax['p A "p = date’(x,m)]

From a Declarative sentence he dates Mary, we can derive a
Proto-Question form in (17a). Here he; is translated into x. A
wh-word who is translated as in (17b). Then, (17b) combines with
(17a). By applying A-conversion, we can derive the semantic
interpretation in (17c).

The semantic interpretation in (17c), however, has "-operator,
".operator, and brace notation. Those are operators in intensional
logic, whose computational implementations are very difficult.

Thus, in this paper, we will develop a little different
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mechanisms, which are easy to computational implementations.

First, we need to think about how Yes-No Questions and
Wh-Questions are different in their semantic interpretations.
Traditionally, especially in Propositional Approaches, semantic
interpretation of Yes-No Questions is known to be a set of two
propositions, one of which is true and the other is false, whereas that
of Wh-Questions is said to be a set of proposition or a proposition.
In this paper, semantics of Questions will be represented by
propositions rather than a set of propositions, as in Groenendijk &
Stokhof (1982, 1984). The semantic interpretations of Yes-No
Questions and Wh-Questions in the CCG-like system are represented
as in (18).

(18) Semantic Interpretations of Questions in the CCG-like System
a. Yes-No Questions : Two propositions, one of which is
true and the other is false.
b. Wh-Questions : A set of entities that satisfied the

propositions.

The true proposition and the false one will be connected by V
(logical or), rather than we put them into a set. But, the
semantics of Wh-Questions will be represented by A-expressions.
Now, let's think about the semantic interpretation of the who.
This paper gets the basic idea from that of some, whose
interpretation is shown in (19a). (Dowty et al., 1981:108)

(19) Semantic Interpretation of some and someone

a. some : AQ[AP Fx[Q(x) A P(x)]]
b. someone : AP Jx[person’(x) A P(x)]
c. anyone AP Jx[person’(x) N P(x)]
d. who : APAx[person’(x) A P(x)]
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From (19a), we can derive the semantic interpretation of someone
as in (19b), replacing Q with person’. From (19b), we can derive
the semantic interpretation of anyone as in (19c). As you can
find, the semantic interpretations of someone and anyone are
identical. Their difference comes from syntactic distributions. That
is, someone is used in positive Declarative sentences and anyone is
used in negative Declaratives and Questions.6) Once again, from
(19¢), we can obtain the semantic interpretation of who as in
(19d). As you can observe, we can obtain the semantic
interpretation of the wh-pronoun who from the indefinite
pronoun anyone, just by replacing 3 with A. You will find how
these two pronouns are different from the following sections.

5.2. Yes-No Questions

Now, let’s start our analyses from Yes-No Questions. As we
saw in Section 3, we can derive a Yes-No Question in (3b) from
a Declarative (3a). (20) is the analysis for (3b).

(20) a. "Does @John Pllove [4]Mary?
b. <[L}+{21+[31*+[4],So [love' (im) V ~love’ (j,1m)],NPS:{Liname, 2+name}, SLASH: &>
<[1)50/SrHfV TfNPS: & SLASH: @><[2]+[3]+[4] Sr.love’ j;m)NPS:{1name 2ename} SLASH: >
<[2],NPy,j,NPS:{1srame}, SLASH: @><[3]+{4] Sg\ NPy love’ (1) NPS:{1, 2umame}, SLASH: &>
<[31.{5%\NPy)/ NP love’,NPS:{1}, SLASH: & ><[4] NP, 1,NPS:{2+name}, SLASH: &>
The processes up to John love Mary is identical with those in
(14b). The only difference is that the category value for John

loves Mary in (14b) is S, whereas that for John love Mary in (20b)
is Sg. Note that John loves Mary in (14b) has tense and

‘Someone may say that those different syntactic distributions come
from the meaning of some vs. any, and ask how we can handle those
meaning differences in the semantic interpretations. In this paper, I will
leave this problem open to further research.
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agreement information, whereas John love Mary in (20b) does not.
S is the category for the sentences whose tense and agreement
are fully implemented. Sg in (20b) is the category for the
sentences where tense and agreement are not expressed, ie., S
root. After we proceed up to John love Mary, then we combine
Does with John love Mary. Note that the semantic interpretation
of Does is defined as AffV ], which is a <tt>-type expression.
This Does makes a declarative sentence into a Yes-No Question.
After Does combines with John love Mary by a forward functional
application in (8a), the semantic interpretation of the whole sentence
Does John love Mary? is calculated as [love’(jm)V ~love’(jm)]. Note
that two propositions are connected by logical or, one of which
is true and the other is false, whether love’(jm) is true or love’(jm)
is true.”)

Now, let's move on to (4) and (5). These sentences have
indefinite pronoun anyone. (4b) and (5b) are the Yes-No Questions
for (4a) and (5a) respectively. We will make use of the semantic
interpretation in (19c) for anyone. The analyses for (4a) and (5a)
will be similar to (20), though they will not be shown in this
paper. The only difference is that someone in (19b) is used instead
of John or Mary in the sentence. Basic mechanisms are identical.

Now, let's see how (4b) and (5b) can be analyzed in our
system. First, (21) is the analysis for (4b).

(21) a "Does manyone Plove MIMary?

b. <[1]+[2]+[3]+]4]Sq | 3 x:persor (x:) Alove' (x1,m)] vV 7 3 x:[ person’ (x1) Alove’ (x1,11)}, NPS:{L+pron, 2 mame} SLASH: &>
<[1],So/SrRMfV TANPS: 3, SLASH: @ ><[2]+{3]+[4],5r, 3 x:[person’ (x1) Alove’ (x1,1)] NPS:{1spron, 2 mame}, SLASH: &>
<[2],5/ {(SR\NP4),AP F x1[person’ (x1) A P(x1)], NPS:{ Lepron}, SLASH: 5 ><[3]+[4], SR\NPlove' (1), NPS:{1,2name} SLASH: &3>

<[3],{(8rR\NP1)/ NP, love’ NPS:{1},SLASH: & ><[4],NP,m,NPS:{2+name} SLASH: & >

’As one reviewer pointed out, the semantic interpretation of (20a), i.e.,
[love’(j,m) vV "love’(j,m)], looks like a tautology. This is a problem open to
further research.
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Note that the category value of anyone in the subject position is
Sr/(SrR\NP1) and that its semantic interpretation is defined as AP
Jxs|person’(xs) AP(xs)]. After love combines with Mary, anyone
combines with love Mary, here by a forward functional application
in (8a). Then, Does combines with anyone love Mary with a
forward functional application in (8a). Note that the final semantic
interpretation has an existential quantifier 3, which comes from
anyone. As in (20b), the semantic interpretation of (4b) is
represented by two propositions are connected by logical or, one
of which is true and the other is false.
Now, let’s move to (5b). (22) is the analysis for (5b).

22) a. MDoes Pohn Plove manyone?

b. <[1+{2}+{3]+{4] So{ 3 xalperson’ (x2) Alove' (,x;)] V ™ 3 xz[ person’ (x3) Alove' 7, 2)]] NPS:{Luname,2+pron SLASH: 25>

——

<[1)So/ SR AV T NPS: 2 SLASH: @><[2]+[3]+[4],Sr, 3 xz[person’ (x2) Alove’ (7,%2)) NPS:{Loame 2+prenl, SLASH: 27>
<[2]NPy,f,NPS:{Lname}, SLASH: @ ><(3]+{4], SR\NP1,4x; 3 x;person’(xz) A love’ (x1,22) LNPS:{L 2+pron], SLASH: @ >

<[3L{SR\NP1)/NP,love’ NPS:{1} SLASH: &><{4],NP,APAx; 3 x;[ person’ (x2) A P(x1,%2)] NPS:{2+pron} SLASH: &>

Note that the category value of anyone in the object position is
NP and that its semantic interpretation is APAx; 3 x;[person’(x2) A
P(x1,x2)]. Here, x;1 is the place for the subject NP. Every thing

else needs no further explanations.

5.3. Wh-Questions

Now, let's move to Wh-Questions in (6). From (6a), we can
derive two Wh-Questions (6b) and (6c). The subject is questioned
in (6b) whereas the object is questioned in (6¢). Here, we will
make use of the semantic interpretation in (19d) for who.

(23) is the analysis for the sentence (6b).



A Computational Approach to English Questions 189

23) a. "Who Ploves PMary?

b. <[1]+[2]+{3],Sq.Axs[person’ (x1) Alove’ (x,1)],NPS:{Lspron 2snarmel, SLASH: {1 epron}>

<[1],S0/ (5R\NP), AP Axs[person’ (1) A P(x)] NPS:{1} SLASH: (Lepren><[21+[3] SRANP Jove’ (1) NPS:{1, Zmarel, SLASH: 25>

<[2],(SR\NP1)/ NP love’ NPS:{1},SLASH: & ><[3]NP,m,NPS:{2name}, SLASH: &>

Note that the category value of Who is Sq/(SrR\NP1) and that its
semantic interpretation is defined as APAxi[person’(x:) AP(x1)].
After loves combines with Mary, who combines with loves Mary,
here by a forward functional application in (8a). Note that SLASH
has a index for the wh-pronoun who. This difference distinguishes
Wh-Questions from Yes-No Questions. In the analyses for Declaratives
and Yes-No Questions, this value was empty, ie, &. Also, note
that the semantic interpretation of a Wh-Question (6b) is
represented by a set of entities that satisfied the proposition
[person’(x1) Alove’(x1,m)].

Now, let's move to the analysis for (6¢c). (24) illustrates the

analysis.

(24) a. "Who(m) Pdoes Pljohn Mlove?

b. <[1]+[2]+[3]+{4],Sq Axs[person (x1) A love’ (1, x1) ], NPS: {Lpron, 2:mamel, SLASH: { Lepron}>

<[1]+{2]+[3]+[4],Sq.Ax1[person’(x1) A Axs[love’ (7,x3)}(x1)], NPS:{1+pron,2+name}, SLASH: {1 pron3+pron)>
/\
<[1},50/ (SQ\NPy), APAxs[person (x1) AP(xr),NPS: &, SLASH: {1 pron}><[2]+[3]H{4], SQ\NF, Axs{love’ (jx3)], NPS: {2+ rarre}, SLASH: {Bepronl>
<{2],(8Q\NP)/ (Sr/NP),APP,NPS: & SLASH: & ><[3]+[4],5r/ NP, Axs[love’ (j,x3)], NPS:{2name} SLASH: {3+pron)>

<[3],Sr/ (SR\NP2),APP(j),NPS:{2 trame}, SLASH: @ ><[4],(SR\ NP2}/ NP, Ax;[love’ (x3}] NPS:(2} SLASH:{3.pron}>

<[3],NP2,j,NPS:{2:name},SLASH: 2 >

As you can see, The analysis in (24) is very different from the
others. Let's see how this analysis proceeds step by step. First,
John goes though a forward type raising in (10a).
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(10) Type Raising (Steedman, 1996:37, 2000:44)
a. X :a -t T/ (T\ X): Afa (B )
b.X:a —1r T\(T/X): Mfa (<7

Its category is changed from NP, to Sg/(Sr\NP:), where Sg
corresponds to T and NP. to X. The semantic interpretation is
also changed from j to AP.P(j). On the other hand, the SLASH
value for love contains {3:+pon}, and semantic interpretation is
defined as Axs[love’(xs)]. It is the index for missing objective NP.
This index will be used later. Then, John combines with love by

a forward functional composition in (9a).

(9) Functional Composition (Steedman, 1996:43, 2000:55)

a X/Y:f Y/ Z:g —s X/ Z:Mfigx) (> B)
b.X/Y:g Y\NZ:f —8 X\ Z:A&xg(fx) (>B)
¢ Y\Z:f X\NY:g —8 X\ Z: Axg(fx) (<B)
dY/Z:g X\NY:f —8 X/ Z:Mflgx) (<B)

Here Sk corresponds to X, Sg/NP; to Y, and NP to Z. The result
category becomes Sg/NP, and its semantic interpretation becomes
Axs[love’(j,x3)]. Then, does combines with John love. Note that its
category is (So\NP)/(Sr/NP) and that its semantic interpretation
is AP.P.8) That is, the role of does here is to change the direction
of combination, without its semantic change. This tool is
necessary because a wh-word who(m) is located in front of does
John love. Then, finally who(m) combines with does John love, by a
forward functional application in (8a). Here, note that the SLASH
value after the combination contains two indexes {l+pron3+pron).
But, because the index for the missing NP, ie., 3+pron, have to be
identical with that of Who(m), 3+pron is deleted from the SLASH

®*As one reviewer suggested, the different semantic interpretation of do
in Yes-No Questions and Wh-Questions may be handled with different
features that cause the semantic parts. I thank the reviewer for his
suggestion.
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after the combination. By A-conversion, x; is also changed into
x1. Along with these processes, we can successfully analyze a
Wh-Question in (6c).

6. Advantages and Remaining Problems

6.1. Advantages of the CCG-like System

So far, we have analyzed Yes-No Questions and Wh-Questions
in the CCG-like system. There are several advantages using the
CCG-like system in analyzing Questions.

First, as you observe in the above analyses, the semantic
interpretations of Questions are calculated computationally from
the syntactic operations, i.e., from category combinatorics. When
two constituents are combined into one, the schemata for
ﬁmctionul application, functional composition, or type raising plays a
crucial role. These schemata relate syntactic operations to their
semantic interpretations. Therefore, if we make use of this
characteristic, Questions are also easy to be implemented on a
computer.

Second, the semantic interpretations of the Questions can be
calculated compositionally. That is, the semantic interpretations of
Questions can be calculated from those of constituents, in the
similar mechanisms by which we calculate the semantic

interpretations of Declaratives in Montague Grammar.

6.2. Some Remaining Problems

Though we can analyze English Questions in the CCG-like
system, there are also some remaining problems. This section
enumerates some of them.

The first problem occurs when Questions are embedded in

another sentences. (25) illustrates some examples.

(25) a. Bill knows whether John loves Mary.
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b. Bill knows who loves Mary.
.¢. Bill knows whom John loves.

Many scholars, especially those in Propositional Approaches to
Questions, started their studies from these kinds of sentences.
But, this paper started from the direct Questions, not from the
indirect Questions. Then, the next job will be how we analyze
the sentences in (25) in the CCG-like system. There are also
some questions: (i) whether the semantic interpretation of
indirect Questions is different from that of direct Questions or
not, and (ii) if different, how we can capture the differences in
the semantic interpretations. |

There is another problem that is related to the first one.9 Usually,
when indirect Questions are embedded into other sentences, as
in (25), they have to be t-type expressions. Yes-No Questions in
our analyses raise no problem. They are t-type expressions,
because they refer to two propositions connected by logical or,
one of which is true and the other is false. But, Wh-Questions
raise a problem. Because they refer to a set of entities that
satisfied the propositions, they are <et>-type expressions, rather
than t-type expressions. Therefore, in order to analyse the
sentences such as (25b) or (25¢), we need another operations that
covert <et>-type expressions into t-type expressions, which are
similar to Groenendijk & Stokhof (1982, 1984).

There is one more problem. Some scholars say that Questions,
especially Wh-Questions, are related with focus reading. If so,
we have to adopt ideas of Krifka (1991) or Rooth (1985, 1992) in
the analyses of Wh-Questions. Then, the analyses for Wh-Questions
will be changed from those that we had in this paper.

*This problem is also pointed out by Prof. Mean-Young Song
(Dongguk University) and Prof. Minpyo Hong (Myongji University). I
thank these two professors for their helpful comments.
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7. Conclusion

In this paper, we examined Questions in English, and analyzed
Yes-No Questions and Wh-Questions in the CCG-like system. We
saw that Yes-No Questions and Wh-Questions can be analyzed
successfully in the CCG-like system. We also found that the
semantic interpretations of Yes-No Questions and Wh-Questions
could be calculated compositionally from those of the constituents.

In sum, this paper provides computational algorithms for
English Questions, by which we can effectively handle and
implement Yes-No Questions and Wh-Questions. 1 hope this
study can give us an opportunity to understand Questions in
English.
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