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ABSTRACT

In this paper, the calibration problem of an asynchronous CDMA-based antenna array is studied.
A new iterative calibration algorithm for antenna array in the presence of frequency offset error is
presented. The algorithm is applicable to a non-linear array and does not require a prior knowledge
of the (direction of arrivals) DOAs of the signals of any user, and it only requires the code
sequence of a reference user. The algorithm is based on the two step procedures, one for estimating
both channel and frequency offset and the other for estimating the unknown array gain and phase.
Consequently, estimates of the DOAs, the multi-path impulse response of the reference signal
sources, and the carrier frequency offset as well as the calibration of antenna array are provided.
The performance of the proposed algorithm is investigated by means of computer simulations and is
verified by using field data measured through a custom-built W-CDMA test-bed.
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I . Introduction

It is well known that space-time processing
techniques employing multiple antennas can
be used to increase spectrum efficiency and
capacity for future mobile communications.
Since the goal of the space-time processing
is to combine spatial and
information effectively, accurate channel
estimation of DOAs and time delays is

temporal

essential. An efficient space-time channel
estimation algorithm was proposed in [1].
Many  high-resolution  DOA
algorithms,

knowledge of the array manifold, which is

estimation

however, require perfect

not possible in practice.

Various array calibration methods with or
without known source directions have been
proposed. Since the amplitude and phase of
an antenna varies according to temperature
and humidity changes from day to day (2],
and thus online calibration is preferable in
wireless mobile communications. However,
deploying known signals at a known location
may not be tolerable since it would increase
multiple access interference and decreases the
channel capacity as well. To cope with this
problem, a algorithm  for
CDMA-based antenna array was reported in
{3]. The algorithm proposed in [3] can be
applied to asynchronous CDMA system, and
its performance was proven to be effective

calibration

via computer and field measurement data.

In this parer, the calibration problem is
studied even when the receiver undergoes
In geﬁeral, most
systems
frequency offset errors caused by either
unstable oscillator or Doppler effect. It is well
known that this error causes degradation of

carrier frequency error.

digital communication involve

the system performance. To solve this

problem, many algorithms have been reported

in [4] and [5] in which training sequences is
used to obtain the frequency offset.

To cope with calibration problem including
frequency offset, a new iterative calibration
algorithm which estimates channel parameters
and the carrier offset as well as calibration
vector is presented. The algorithm is based
on date model made by incorporating the
frequency offset term with the model for an
asynchronous CDMA-based antenna array in
[6] and [7]. The algorithm is based on the
two step procedures, one for estimating both
channel and frequency offset and the other
for estimating the unknown array gain and
phase. The algorithm utilizes the code
sequence of any reference user and is
applicable to the situation where the total
number of signals is less than M times N,
where M is the number of array and N is
processing gain of code sequence. The
algorithm is applicable to a non-uniform
array and does not require a prior knowledge
of the channel information such as multi-path
delays and DOAs of the signals. To verify
the performance of the algorithm, computer
simulations and experiments on field
measured data have been performed.

H. Data Formulation

Assume that antenna array is composed of M
elements and K, users are in a cell
Suppose that the received signals at the
array are sampled at chip rate T, and have
the identical frequency offset, Af for all K,

users. The multipath channel and the receiver
front-end including frequency offset is shown
in Figure 1.

19



Y—»jb—- %, fon i gremld)

Y*?QL, £ Jn Vit gl

af

Figure 1  The channel and receiver front end
including frequency offset

Then the obtained complex sequence with an
unknown complex antenna gain o, can be

expressed as:

K, L
2 (@) =d nexp(i2ndfqT,) g} g‘v Py
exp(id 5081 D)y Aa) + n(a)

where P, ; and B (q) are the received
power and the envelope of the path fading,
L , is the number of multi-paths from the

kth user, and ¢ f;’,l is the phase delay due to

the signals coming from the angle of @,
(for the Ith path from the kth user). The
term n(q) represents additive white Gaussian

. . . 2
noise with zero-mean and covariance ¢ at

the receiver. The term ¥, (@) represents

the chip matched filter output of the
transmitted signal from the kth user.

Suppose the signal is collected for one bit
interval T and formed into a vector. Then,
by incorporating Af with the asynchronous
CDMA model in [6] and [7], we can write
the signal of the I/th path from the kth user
as follows:

20

where 7, i—~1) and 7, (7) are complex
constants which vinvolve the power, the

fading and the symbol of transmitted signals.
F(4)

The matrix is a diagonal matrix

defined as

F(4f) = diag(1, exp(R2rdfT,), -,
exp(RaAAN—-1)T,)

where N represents the processing gain

defined as N = T/T..

The vector pair [ uf,,, ué,,] has the form

R _ rtR L _ 4L
Up = Ui hk,l, U i— Ui hk,z,

where hx; is a vector of non-integer time

delay and

UR=[pR0)...s68(N—D1, UL=1p50)...pE(N—1)]

p,+(z4,) and

vectors of code sequence,

The vector D, (z 41) are

which can be
written as

PRz )=10,...,0, ciN—14),...,ci N— D7
Pf(?'k,I) =[ck(0), ...,ck N—74,— 1), 0,...,017

where c_x(t) is the spreading code of the kth
user and the superscript H represents the
The integer

Thi Cis that
ty € {0, ,N—1} that
non-integer time delay can be expressed by
k.

complex conjugate transpose.

time  delay such

Here, note

choosing appropriate values in vector

After forming the matrix Z=[z (), ,zx(3],
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and stacking the row vectors of Z into an
MN x 1 single composite snapshot vector
z(i), we obtain

z())= As(2)+ n(2),

where

A'—“[aﬁl(df,al,l, hl,l,d)yail(df,gl.l: hl,l,d),
---»all?,LK(AfvaK,,vLm hK,,'LKy d)].

(afL:), abd)]=Fdpluf, ukl
R (Kb,) © d),

oo, )= [eﬁ'u‘, €/¢M, ---,ejd’“u]H.
d=[d1, -n.dM] H,

s()=[711G=D,71.(D, 7, (i—1),
}’K.LK(Z')]H'

II. Estimation of Frequency offset,
channel and calibration vector

Without loss of generality, let us assume that
the user using code vector p;(7) is

reference user and h is the vector of time
delay to be estimated. By using the received

signal vector  z, we  perform the

eigen-decomposition of R ,;:

R,=E{ zz"}= vDv"”
=[ Es, EN]D[ Es, EN]H

where Eg and Ey span the signal space

and the noise space, respectively. Then, we
define MUSIC-like cost function as follows:

J\(4f, k, 6,d)= | EX vi4f,6,d)| i+
| EE vi(at,0,d) 2,
1)

where

vR41,6,d)=F(4Huf @ (KO © d),
v (46, d=F4put @ (&0 .O d),

The vector uf and u{‘ can be written as
R R L L

u;=Ulh, uy=Urh,

where

UR=1p%0)...p (N1, UL=[pL(0) .. pF(N-D)].

For simplicity, let us assume that estimate of
d is available. Then, in order to find the
channel parameters and frequency offset, a
multi-dimensional search would be needed in

the space of h, 4df and 6. Instead, by
“"Mixed Product Rule’’ of
product of

(AC® BD)=(A ® BY(C ® D) I[8],

we rewrite v5(+) and vi(-) as

using the
kronecker

v{47.6,d)=CH4HB(Oh,
v1(4f,0,d)=Ci(4NB(O)h

where
CYUp=[F4PpUR ® I,
CLUp=[F4HU" ® I,,.
2

The matrix [ 4 is the identity matrix of size

M. The matrix B(6) which contains both
angle and calibration information can be
written as:
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B(O)=1Iy @ (K6 O d).
3

Then the cost function J;(4f k,8,d) can be

written, with respect to h and @ as

JW4fh6d= k" Q,(6,4Dh, (W
where

' @10, 4H =B O [ CRp PELERCK 4P
+ CEap PENERCI(4N1B(6).

Here note that since transmitted multi-path
fading is unknown, we can only determine h
Thus, by

introducing the constraint of || 4l =1, the

to within a ccomplex constant.

solution for h is given by
h=Vmin( Ql(e,dﬂ), (5)

where Vi, denotes the eigenvector of
Q.(6,4f) associated with the minimum
eigenvalue A min ( @18, 49).
By substituting (5) to (4), we get the
function of angle parameter 8,
6=arg min 4 A ma( @6, 4).
(6

Here, note that Q,(8, 4/ is a function of

8 and 4f
need to find the eigenvector corresponding
the minimum eigenvalue by searching the

Thus in order to find h, we

space of @ and A4f However, by using the

fact that 6 and A4f are the irrelevant
parameters, a algorithm  is

possible, which finds the one parameter (say

suboptimal

8 by fixing the other parameter (say Af)
or vice versa.
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In short, the proposed algorithm can be
described as follows:

(1) First, with initial calibration vector d

and frequency offset 4f, we obtain estimates
of h; and @ by finding the values
minimizing the J; in (4).

(2) Next by using the obtained channel
parameters, we find channel offset A4f by
finding the root of the polynomial obtained
by replacing exp(274fT,.) by z.

(3) Finally, we find the calibration vector d
which minimizes a certain cost function J3,

which described in next section, with the

obtained channel parameters and the

frequency offset.

The above steps are iterated until the cost
function converges J3 to the minimum value.

By assuming that the first user is the
reference user, we shall summarize the
estimation procedure below

3.1 Estimation of channel parameters and
frequency offset

Procedure 1
With estimated (4f) and d,

(A) Formulate @,(4, 49 using (2) and (3)
for each discrete 0<4,<x, (1<i<ly);

(B) Find and record the minimum eigenvalue
A of  Qi(6;.49;

(C) Plot (A2}, with respect to {8,} 12,
and select L, local minima {8} ,-L=’1;
(hi) ity

{6;} f”=1 from the plot;

Compute the corresponding

(D) Using the estimated {6} f;l, and

{k, 3} ,~L;1 formulate a cost function [
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& H R 2
fz(df, h],& d)= ,21( " Ex 14} (91,1‘. hl,i,df) “z

~ L
+ “Eg v (91,;*, hl,i,Af)“ 22)

(7N

where

ZIR(al,i, by, dD=[F4HUF b, ;]
® (&06,,) © a),

2.7 (81i, ki 2D =1 F(PU" k]
® (b(el,i) @ d)’

(E) By replacing exp(R27d4fT, in matrix
F (49 by z, reformulate the Jo( +) in (7)

into a polynomial function. Find the roots of
Jo(+) and choose a root, 2, which is

closest to unit circle. Then the frequency

offset estimate can be obtained as follows:

4f= 271'1Tc arg(z o)

End of Procedure 1

3.2 Estimation of calibration vector d

With the estimates hi;df and 6, ;
obtained in the section 3.1, we can find the
~ R

frequency compensated code vectors u;

~ L . .
and #; , (=1,..,L,) by using the

following equation

% =FU4PUR hi; i =FUPAUF k.

8
. . ~ R -~ L
By substituting the vectors of u;, , u;
and 6,;(i=1,..,L,) into equation (7), we

define a cost function J3 defined as follows

L A
IAd ki, 0,40= D EY »" (D) F
+1EF 2.5 (1D

where
2 (D= %" ® (K8.) O d),

20 (D= a2, @ (K8.) O d),

This function represents the current cost
value obtained with the current estimates of
channel parameters and calibration vector d.

Note that 9, (d) and zA/lL(d) can be

rewritten as

2, (d)= Dg B, d, 2 (d= D, B, d,

where

K . R R R R R R
Ui :dlag([ulyuly'--yul uN:qu-'-,uN])
L
1

L, L L L oL L
U, =diag([uf, ut,..,u UN,UN, o, UN])

9

Bo=[ 00 5000]".

Here, E(Gl,i)'—: diag(¥(61,)), "f and

u;,(j=1,...,N) are the jth elements of

~ R

~ L
w; and u; , respectively. Then the

cost function [J3 can be simplified as
H
J(d:df, h,,0)= d~ Q,d,
where
L RIT R LK L
Q.= 2B U:"EsEN U+ U.""EnE} UMB;

Here the first antenna element is assumed to

23
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be reference one since relative magnitude and
phase responses of antenna elements are
needed. Thus the minimization of J3( )

with respect to d can be written as
constraint minimization problem which is
described as :

d” w=1, (10)
where w=1[1,0,-,0]%

With this constraint, we shall summarize the
procedure for estimating d below:

Procedure 2.

(A) Formulate @, using (), (9 and
{61} ;'L; 1
(B) Find d,., which satisfies the equation

in (10):
(C) Compute the following equation

fnew= dnew" QZ dnew;

If Jo—J wew» Threshold, then go to
Procedure 1, and repeat Procedure 2;
If Jo—Jpew < Threshold, then terminate;

End of Procedure 2

IV. Experimental Results
4.1 Computer Simulation Results

In computer simulation, the first element is

set to be reference one such that d(1)=1.
An uniform circular array with six antennas
separated by half a wavelength is used. The
random BPSK modulated data streams, and
the Gold codes with the processing gain of N
= 31 is adopted for simulation. If is assumed
that 15 wusers (K = 15) produce two

24

multi-path signals (L ,=2). For simplicity,
azimuthal angle is considered only. The

DOAs of the reference user are assumed to

be {40 *,85 "] and the delays be [19.3, 25.3]
chips. The DOAs and delays of the rest of
users are randomly generated between [0,
180] and [0, 31], respectively. The frequency

offset Af is assumed to be 0.1.

It is assumed that the number of multi-path
signals of the reference user is known. The
400 observation symbols, which are obtained
without  over-sampling, are -used for
estimation procedure. The signal-to-noise
ratio (SNR) is assumed to be 20 dB, and the
total power of an interfering user is twice of
that of the reference user. The gain-phase

m .
a € of each antenna is chosen as

am=1+\/—1§0aumv ¢m=\/_léa¢uﬁ

where #,, and u, are uniformly distributed

in [-05, 05] and 6,=0.2 0,=20 ".

By using the parameters of described above,
we plot the minimum eigenvalues. The
result obtained when the frequency offset is
not compensated, is shown in Figure 2 and
Figure 3.

N

sirins ogpgretie

Figure 2. Minimum eigenvalues obtained
using un—calibrated array of
un-compensated frequency offset
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Figure 3.
un-—calibrated

obtained usin

un—compensate

time delays
array of

frequency offset

The result obtained when the frequency
offset is compensated but the array is not
calibrated, is shown in Figure 4. The result
obtained when the array is calibrated and the
frequency offset is compensated, is shown in
Figure 5 and Figure 6.

Figure 4. Minimum eigenvalues obtained usin
un-—calibrated array of compensated frequenc

offset

Figure 5. Minimum eigenvalues obtained

using calibrated array of compensated

frequency offset

o8k
asg

o4

6. time delays obtained using

Figure
calibrated array of frequency compensation

In these figures, we observe that when
frequency offset is not compensated, we
cannot estimate channel parameters in both
space and time as well as the calibration
vector d.

To measure the calibration vector estimation
error, we use the normalized calibration error
defined as follows:

| d,— d.l,
Ervor=—"7-""~+—7-"=
I d:ll,
where d; and d sare the gain-phase
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vector at the jth iteration and the true
gain-phase vector, respectively. From these
figures, we c¢bserve that the‘-\ proposed
algorithm performs well even when there
exits carrier frequency offset error.

4.2 Experimental Results using an Smart
Antenna Testbed for IMT-2000

To verify our algorithm, we use field
measurement data obtained from a smart
antenna test-bed.  The parameters of the

test-bed are described in the table as follows:

Table 1: Parameters of the smart antenna
test-bed

A circular linear array with eight element is
used for data collection and algorithm
verification. Each antenna element is a
dipole antenna and the space of two adjacent
antennas is the half of wavelength.
Photographs of the «circular array and
receiver modules are shown in Figure 7.

The transmitter module is composed of a
single dipole antenna, a signal generator and
a power amplifier. In generating signal,
BPSK modulation is used and chip rate is set
to be 3.84 Mcps. The gold code of length 31
is used for PN sequence.

Parameters Value
Number of 3
antennas/channels
Carrier frequency 1950 MHz
IF frequency 70 MHz
Chip rate 3.84 Mcps
Modulation scheme BPSK

raised cosine with &

Pulse shaping filte
S¢ shaping e roll-off factor 0.65

Processing gain 31
A/D sampling rate 19.2 Msps
A/D Resolution 8 bits

Oversampling factor | 1
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(a)

(b)
Figure 7 RF/IF Receiver Modules

(a)Eight-element uniform circular array antenna.

(b)RF/IF receiver console and data acquisition unit

To measure array response of both receiver
and antenna, we measured the magnitude and
phase response by changing the transmitter
locations. The transmitter is placed at 25
different locations (one after another) as
shown in Figure 8 and different code
sequences are used at the locations to obtain

multiple access signals. The overall angle
range is from —60°  degree to 60 degree

and angle difference each location is 5°
degree. The location of receiver is
expressed as “circle” in the Figure. To

obtain array response of the intermediate

angle between (° and 5°, we use
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interpolation technique and finally obtain

array response table of (.1  resolution.
The measured array response is also shown
in Figure 8.
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Figure 8 Locations of Calibration Sources and
Antenna Response
(a) Locations of Calibration Sources.
(b) Measured Array Response.

To test the proposed calibration algorithm
with data obtained from an uncalibrated
antenna, the following steps are performed.

[1] Insert the 70 MHz IF signal into the
receiver with the receiver cable, which is

originally connected to the antenna array.

[2] And then change the phase of each
channel in the receiver to give uncertainty in
the receiver and cable .

[3] Finally the uncalibrated data is obtained
by connecting the cable to the array antenna
and collecting the data.

The resulting phase difference measured from
oscilloscope is shown in Figure 9. The
measured angle calibration value is listed in
Table 2

(b)
Figure 9 Captured Calibration Values from

receiver
(a) Phase angle of antenna 1, 2, 3 and 4.
(b) Phase angle of antenna 1, 5, 6 and 7.
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Table 2 The measured calibration value

Antenna angle Antenna angle
No. (degree) No. (degree)
1 0 5 -5
2 30 6 =70
3 ~28 7 -65
4 -5 8 50

In experiment, signals obtained using code
sequence number 1 are assumed to be
reference signals and DOAs of the signals

are measured as —10° and 107,
respectively. To generate interference signal,
coming from DOAs of
5,12°,0",—-5",—-15",—30" are used
and the power of each signal is set to be the
same as the reference signal. To generate

the signals

frequency offset error, we arbitrary shift the
phase of the received data, since the
frequency offset is already compensated via

oscillator in the receiver. The frequency

offset Af , consequently, is set to be 0.01.

The estimated minimum eigenvalues
according to DOA obtained at initial and last
iteration is shown in Figure 10, Also,
estimation error of the calibration vector is
The estimated DOA
and channel impulse response according to

shown In the figure.
iterations is shown in Figure 11. In Figure
12, the roots of estimated polynomial are
plotted, in which frequency offset can be
estimated clearly.
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(a)

(b)
Figure 10 Estimation Results vs. iterations.
(a) The Estimated minimum eigenvalues at
initial and last iteration.
(b) The calibration estimation error vs.
iterations.
In order to observe the effect of on the
estimation performance, we examine validity
of proposed algorithm by plotting the
minimum eigenvalues according to the offset
errors. Since the frequency offset is already
compensated via oscillator in the receiver, we
arbitrary shift the phase of the received data.
The minimum eigenvalues obtained from
uncalibrated array are shown in Figure 13.
In this figure, we can observe that when the
offset error is very big, estimation of DOA
and impulse response would be very difficult.
In these figures, the performance of the
proposed algorithm is clearly observed.
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(b)
Figure 11 DOA and Time Delay Estimation
Results vs. iterations.
(a) The Estimated DOA vs. iterations.
(b) The Estimated channel impulse response

at initial and last iteration.

Figure 12 Roots of polynomial.

Figure 13 Minimum Eigenvalues with

different frequency offset.
V Conclusions

In this paper, a calibration algorithm, which
can be used in asynchronous CDMA system
with frequency offset error, is presented.
The proposed algorithm is not dependent on
the array geometry and requires the code
sequence of any arbitrarily selected reference
user only (which is already available at the
base station). By using the code sequence,
the algorithm provides us with estimates of
the frequency offset, the channel estimates
such as DOA and delay of multipath signals.
Throughout the computer simulations and
experiments on the field measured data, it is
shown that if the frequency offset is not
properly compensated, the array cannot be
calibrated properly. The proposed algorithm,
however, is proven to work even when the
carrier frequency offset error exist. The
sensitivity analysis and Cramer Rao Bound
evaluation of the proposed estimator will be
future research topics.
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