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Approaching Near-Capacity on a Multi-Antenna Channel
using Successive Decoding and Interference Cancellation
Receivers

Mathini Sellathurai, Paul Guinand, and John Lodge

Abstract: In this paper, we address the problem of designing mul-
tirate codes for a multiple-input and multiple-output (MIMO) sys-
tem by restricting the receiver to be a successive decoding and in-
terference cancellation type, when each of the antennas is encoded
independently. Furthermore, it is assumed that the receiver knows
the instantaneous fading channel states but the transmitter does
not have access to them. It is well known that, in theory, minimum-
mean-square error (MMSE) based successive decoding of multi-
ple access (in multi-user communications) and MIMO channels
achieves the total channel capacity. However, for this scheme to
perform optimally, the optimal rates of each antenna (per-antenna
rates) must be known at the transmitter. We show that the optimal
per-antenna rates at the transmitter can be estimated using only
the statistical characteristics of the MIMO channel in time-varying
Rayleigh MIMO channel environments. Based on the results, mul-
tirate codes are designed using punctored turbo codes for a hori-
zontal coded MIMO system. Simulation results show performances
within about one to two dBs of MIMO channel capacity.

Index Terms: Multiple-input multiple-output (MIMO), turbo
codes, successive decoding, interference cancellation, per-antenna
rates, multirate coding, minimum-mean-square error (MMSE).

I. INTRODUCTION

The idea of successive decoding, which involves decoding the
users sequentially in a given order, was initially proposed in the
context of an information-theoretic study of scalar output Gaus-
sian multiple access channels [1]-[3]. In this scheme, the first
user is decoded by treating the interference from other users as
noise. The decoded transmitted codeword of the first user is then
subtracted from the received data and the second user is decoded
by treating the interference from the remaining users as noise,
and so on. It is well known that, in theory, MMSE based suc-
cessive decoding and interference cancellation type receivers of
multiple access (in multi-user communications) and multiple-
input and multiple-output (MIMO) channels achieve the total
Shannon channel capacity provided that for each user (antenna)
optimal rates are known [4], [S]. Thus, the channel capacity can
be achieved by independent encoding and successive decoding
procedures using 1-dimensional channel codes.

However, for this scheme to perform optimally, the optimal
rate of each antenna must be known at the transmitter. A closely
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related work proposing rate and power control with successive
decoding receivers for MIMO systems can be found in [6] using
rate and power feedback, where it is assumed that exact channel
state information is known for estimating the per-antenna rate
and power. The paper also showed that the capacity degradation
when doing only rate allocation is very small, indicating that the
power allocation is irrelevant in most cases. However, [6] does
not establish a practical method for adapting the per-antenna
rates. In this paper, given only the statistics of the channel and
the receiver operating SNR at the transmit end, we propose a
method to adapt the rates of each of the transmit antennas.

In particular, we identify that the turbo codes as a suitable
candidate to achieve near-optimal performance using the pro-
posed scheme due to its rate adaptability (by puncturing) and
high BER performances. The contributions in this paper are
as follows. In time-varying MIMO Rayleigh channel environ-
ments,

o we show that the per-antenna rates can be estimated using
only the statistical characteristics of the MIMO channel known
at the transmitter.

« we derive a simple analytical expression for a lower bound on
per-antenna rates.

o we design a multi-rate coded MIMO system using punctured
turbo codes and demonstrate the efficiency of the proposed
scheme using simulation results. In particular, in the frame-
work of horizontal coded MIMO communication systems, we
achieve performances within 1-2 dB of MIMO channel capac-
ity. Our capacity analyses assume that the receiver knows the
instantaneous fading channel states.

II. SYSTEM MODEL
A. MIMO System Model

Consider a MIMO system that has M transmit and N receive
antennas with iid Gaussian noise at each of the receive anten-
nas. The propagation coefficients can be arranged in an NV x i
random matrix. We assume that the receiver knows the chan-
nel coefficient matrix perfectly. The transmitter only knows the
statistics of the matrix channel. In complex baseband represen-
tation, the system can be written considering I' symbol periods
as follows:

Y(t) = HOAG) + W), t=1,2,....T, (1)

where 4 € CM*T and the row vector 4; € CV*7T i =
1,2,..., M corresponds to the transmitted signal at the ith
antenna. Similarly, Y € CV*7 and each row vector ¥; €
C'*T i =1,2,..., N corresponds to the received signal for the
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Fig. 1. Transmitter.

ith receive antenna, and H(t) = [H(t), Ha(t), ..., Hu(t)],
t = 1,...,T, is the N x M channel matrix, H,(t) =
[Hi4(t),...,Hno()],1 < g < M, where the propaga-
tion gains from jth transmit antenna to the ¢th receive antenna
H;; are iid complex Gaussian CN(0,1) and the superscript
(--)" denotes for Hermitian transpose. The additive white
noise W € CV*T has iid entries W;;(t) ~ CA(0,0?) where
the the noise component has variance o°>. We normalize the
power to satisfy F [Eﬁl Zthl HA(t)HZ] = PT, where P is
the total power transmitted per symbol interval.

B. Encoder-Decoder Structure

‘We consider a horizontal coded layered space-time structure
(7] with M transmit and N receive antennas. The transmitter is
illustrated in Fig. 1. In this structure, a primitive data stream is
multiplexed into M substreams A;,¢ = 1,2,..., M and coded
independently with varying code rates R;,i = 1,2,..., M.

At the receiving end, the decoupling process for each of the
M layers involves a combination of nulling (that is minimiz-
ing) the interference from yet undetected signals and canceling
out the interference from already detected signals. Thus, the
Successive Interference Cancellation receiver has two step pro-
cessing: (1) Feedforward and (2) Feedback processing, which
are parameterized by a set of feedforward (F') and feedback (B)
filters, respectively. The function of the feedforward filters is to
estimate the substreams based on the modified received signal
whereas the feedback filters are used to cancel the interference
from the past estimated signals as shown in Fig. 2. Without loss
of generality, we assume that the substreams are decoded in the
increasing order of their indexes. Therefore, in decoding the
kth substream, the interference from the already past decoded
substreams 1,2,...k — 1 is removed by subtracting it from the
received signal to form a modified received signal which is then
used to estimate the kth substream.

III. PRINCIPLE THEORETICAL RESULTS OF
SUCCESSIVE DECODING

A. Successive Decoding and Interference Cancellation

Let the feedforward filters be described by the set of V-
dimensional vectors { £, } 22 and the feedback filters by the set
of N-dimensional vectors { By } ,{\L 711. In decoding the kth user,

the interference from the already decoded antennas is removed
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Fig. 2. Successive decoding and interference cancellation.

by subtracting a linear combination of the decoded' streams,
fil, R Ak_l, and the kth antenna feedback filters from Y.
Then the inner product of the resulting modified received vector
(Yr—1) and the kth antenna feedforward filter gives the estima-
tion Z; shown in Fig. 2. For the kth antenna (for the tth symbol)

[3]:

M
FI®H (A + > F(H;()A;(1)
Jj=k+1

Zy(t) =

k—1
+ 3" FE)(H; (1) — Bi(0))A; (1) + F () Wi(2),
j=1

where A; is the estimated information stream of antenna j. In
RHS of the above equation, the first term is the signal of in-
terest, the second term is the interference from the undecoded
antennas, the third term is the residual interference from the
previously decoded antennas and the last term corresponds to
the AWGN channel. We assume that all the previous antennas
are decoded error-free so that error propagation does not occur.
Consequently, A; will be replaced by A; in the following.

B. Optimal Weights

The optimal feedforward and feedback weights that maximize
the mutual information of each transmit antenna can be found by
maximizing the following mutual information [3]

Cp = max logs (1 + Yy), 2)

Fy ,{Bj }j= 1
where T}, is the signal-to-interference ratio (SIR) defined by
(3) as shown at the bottom of next page. To find the optimum
weights, we can equally maximize the SIR, and the optimum
feedback and feedforward filters are given by [3]

Bj=H;, 1<j<M-1, €

Fp=a(HlH, +15,)""Hy, 1<k <M, (5)
where H; = [Hiy1,Hiy»,...,Hy]isa N x (M — i) matrix
built of the channel vectors of the (M — ) interfering signals
at the ith layer, 6, = Mp—, p = PJ/o? is the average signal-to-
noise ratio per receive antenna, and & = 1 + d,. In this case,
the maximum output SIR receivers are equivalent to the MMSE
receivers.

U{nterference nulling and cancellation process followed by channel decoding,
re-encoding and re-modulation.
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C. Per-Antenna Rates

In the following, we provide formulas for per-antenna rates
subject to independent encoding at the transmitter and succes-
sive decoding at the receiver. We assume that each entry in the
N x M matrix channel is a zero-mean Gaussian random variable
with independent real and imaginary parts, each with variance
1/2.

In this work, we treat the matrix channel H as ergodic so
that the capacity is computed by using time averaging. For the
multiple antenna channel with perfect knowledge of the fading
coefficients at the receiver but not at the transmitter, the channel
capacity of a system with M transmit and [V receive antenna in
an ergodic channel environment is given by [8]

c = L gg?
un(p) = E [mg2 det (IN +LHH )] . ()

When we restrict the decoder to be a combination of succes-
sive decoding and interference cancellation type with interfer-
ence equalization based on optimal MMSE weights, the ¢th an-
tenna rate is given by

Ryi(m,vy,musey(p) = Ellogy(1+T9)] i=1,2,..., M,
)
where Y; is the signal-to-interference and noise ratio of the ith
antenna signal, and given by

-1
T, = XZ—H{I [I+ ﬁHiHiH] Hi.
Finding a closed form solution to the above per-antenna rates
seems to be a very difficult undertaking. Therefore, in addition
to the analysis provided in this section, an empirical evaluation
of the formula (7) is provided in subsection II.G. The empirical
evaluations show that the per-antenna rates computed using (7)
converge to a fixed distribution.

Moreover, in the following, we derive a lower bound on per-
antenna rates by using the feedforward weights calculated based
on the Zero-forcing (ZF) criterion.

D. Weights based on Zero-Forcing

When we use feedforward weights based on the Zero-forcing
(ZF) criterion instead of MMSE criterion, the decoder will be
suboptimal and we achieve a lower bound on the capacity. The
successive decoding receiver based on the ZF criterion asymp-
totically achieves the channel capacity as the additive noise be-
comes negligible. The weight vectors of the successive decoder
based on the ZF criterion are as follows:

F.=(HFA,)'H, 1<k <M. 9)

The MMSE solution minimizes the squared error in the pres-
ence of channel noise, and becomes the ZF solution when no
noise is present. The performance due to MMSE receivers is
very similar to ZF solution when the SNR is relatively high, but
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is improved at low SNR’s. Moreover, the true ZF solution does
not always necessarily exist since the solution depends on the
invertibility of (H{ Hy). Assuming that the (H] H}) is invert-
ible, we will exploit the simplified expression of the feedfor-
ward weights in (9) to derive a closed form solution to the lower
bound on the per-antenna rates.

E. Lower Bound on Per-Antenna Rates

When we use the successive decoder based on the ZF criterion
instead of using MMSE, a lower bound on the ith antenna rate
can be obtained:

, M,

(10)
where T; is the signal-to-noise ratio of the ith antenna signal,
and is given by

p .
Ry m,n),zry(p) = Eflogy (1 + MTi)] i=1,2...

T, = HY [A,H7] 7 H,.

The T; are independent random variables with chi-squared dis-
tribution T; ~ %X%( N—Mti)* Therefore the ith antenna capac-
ity is given by
p
R{i,(M,N),ZF}(p) = Eflogy(1 + mxéw_m,-))]
1=1,2,..., M.

Let X ~ $x3,,, wherem = N — M + i. Then X has a density

flz) = L et

(m—1)! 1D

Then the ¢th antenna rate is given by

Rei (m,Ny,zFy (0)
1 e p
= 1Og2 em/O dze *z™ 1lTL(]. + M.’L’)(IZ)
At high signal to noise ratio, we can find an asymptotically
tight close form solution to the per-antenna rate when we use
the ZF based successive decoding scheme by using the fact that

f,;m >> 1. Thus, at high SNR, the lower bound on :th antenna
rate can be expressed as

R omny,zry ()

:ﬁ/ dxe’zxm”lln(%x)logbe (13)
0,

= __10g2 M /oo dze ™!
ntJo

(m —
1 o
+ w1 /0 dre ®z™ lin(z)log, e
p m—1
= log, 37 + | —0.5772+ ; ; log, e,

| FF Hi|* &7

Yi =

S (H; - Byl + iy I (H) P& + FFWE,

3
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where we used the following integration formula [12]

1 % — 1
— dze *z™ in —0.5772 + =
o, (e) = 2 ;

and

1 [o.@)
— dre Fzm 1 =1.
(m—1!J,

Thus, a closed form formula for lower bound on the per-antenna
rate subject to the independent encoding and successive decod-
ing algorithm in Rayleigh ergodic environment is given by

Ry mny,LBy(p)
(N—M+i)—1

>

=1

= log, [_]\pz] + | -0.5772 + loge.(14)

F. Sum-Rates

Proposition 1: The Shannon capacity region of a MIMO
channel (6) can be achieved by a combination of successive can-
cellation and MMSE demodulation followed by single user de-
coders assuming Gaussian white inputs. That is, independent
antenna encoding and the optimum successive decoder and in-
terference cancellation receiver derived from the MMSE princi-
ple is sufficient to achieve the MIMO channel capacity:

M
Z Crimny,MmsE}(P)

i=1

E [log2 det (IM n ﬁHHH)] .

Ry nymmsey(p) = (15)

The proof of the above equation follows ([3] and [5]), which
shows that the MMSE estimation process is capacity lossless.

Proposition 2: The sum capacity achieved by ZF based suc-
cessive decoding scheme is strictly a lower bound on the channel
capacity [10]

Ry, N) zr}(p)

—ZElog2
= Z loge

<E [log2 det <1M + MHHH)] .

2M Xz(N M—H)]

— 1)|/ dre Cz™ tn(1 + ﬁx) (16)

Remark 1: Note that the lower-bound for quasi-static Guas-
sian MIMO fading channel was first derived by Foschini and
Gans in [10}, which is used in the proposed closed-form lower
bound for the ergodic capacity of Gaussian MIMO fading chan-
nels. Moreover, recently, a tighter lower bound on the ergodic
capacity is derived by Oyman et. al [11] by using multivariate
statistics. However, the aim of this paper is to simultaneously
find closed-form lower-bounds on the per-antenna rates, which
is possible only due to (16).
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Fig. 3. Per-antenna rates vs. SNR (p) for 2 x 2 system using empiri-
cal evaluations (solid curves) and closed form lower-bound (dashed
curves).
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Fig. 4. Per-antenna rates vs. SNR (p) for 4 x 4 system using empiri-
cal evaluations (solid curves) and closed form lower-bound (dashed
curves).

G. Numerical Results of Per-Antenna Rates

In this section, we evaluate the antenna rates using Monte-
Carlo methods by integrating the rates over an iid Gaussian
channel. Figs. 3-4 show the estimated antenna rates for M =
N = 2 and 4, respectively, where the solid curves show the em-
pirical rates (obtained using (7)) and the dashed curves show its
closed form lower bound using (12). The empirical rates are es-
timated over 1000 independent realizations of the channel. Av-
eraging over channel realizations was performed many times,
and the capacities converged to a fixed value.

Moreover, Fig. 5 shows the sum of rates for M = N = 2, 4,
and 8. The solid curves show the empirical capacities obtained
using (6), and the dashed curves show the closed form approxi-
mation given in (16). As we can see from the figures, the closed
form approximation is tight at high signal-to-noise ratios.

We are also interested in rate ratios between antennas to see
the required code rate spread. Fig. 6-7 show the capacity ratio
between antennas for A/ = N = 2, and 4 computed empirically.
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Fig. 5. Sum rates vs. SNR (p) for M x M system, M =2, 4, and
8 using empirical evaluations (solid curves) and closed form lower-
bound (dashed curves).
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Fig. 6. Rate ratio between antenna 1 and antenna 2 vs. SNR (p) for a
2 % 2 system.

At moderate SNR, we can see a wider range of code rate spread
where as at very low SNR, the code rate spread is diminishing
due to the dominant receiver noise. Similarly at high SNR, due
to the dominant co-antenna interference, the rate ratios converge
to fixed values.

IV. MUTIRATE CODE DESIGN AND SIMULATIONS
RESULTS

In this section, simulation results are presented for QPSK
transmission over the ergodic MIMO channels using turbo codes
with various rates. The total power P is divided equally into
each antenna. That is, P/M power per antenna in a symbol in-
terval. The performance measure is the BER under the assump-
tion of an ideal Rayleigh channel communication scenario. We
consider an ergodic channel model where the N x M matrix
channel H changes for every symbol (“perfect interleaving” as-
sumption) of the M x 1 vector a = [ay,as,...,an] whose
entries take on complex values in a constellation set.
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Fig. 7. Rate ratio between antenna 1 and antennas 2, 3 and 4, vs. SNR
(p) for a4 x 4 system.

A. Turbo Codes with Various Rates

For all the simulations, the turbo codes are composed of two
identical 8-state convolutional codes generated by using a recur-
sive feedback generator polynomial [1011] and a feedforward
polynomial [1101]. Various code rates are obtained by punctur-
ing the coded bits of the rate 1/3 turbo codes using similar short
puncturing patterns for both convolutional component codes but
with the patterns randomly replaced from one component code
to the other. No effort is made to optimize the pseudo-random
interleavers. In all the examples, the transmission is organized
in blocks of 8012 coded bits; that is, the block size of a turbo
code is fixed as 8012 coded bits per antenna regardless of its
rate. Thus, to achieve various coding rates, we change the num-
ber of information bits (and the interleaver size) transmitted by
an antenna. The maximum number of iterations is restricted to
20. Decoding is stopped early(using fewer than 20 full itera-
tions), if a codeword pattern re occurs for three consecutive iter-
ations [13]. The interference cancellation step, the errors in the
previously decoded symbols are propagated in the subsequent
decodings.

Fig. 8-10 show the BER performance of the successive de-
coding algorithm for M = N = 2,4, and 8 systems. In the
figures, we show the performances of two different schemes:
(1) a multirate coding scheme in which each antenna is coded
with a turbo code with a rate just less than its mutual informa-
tion calculated according to its decoding order assuming that the
operating SNR = 1.5 dB is known to the transmitter, which are
shown using solid curves, and (2) equal rate turbo codes, re-
gardless of the decoding order of the receiver, which are shown
using dashed curves. In both cases, we show the BER curve for
each antenna separately. As we can see from the figures, close
to the receiver operating SNR =1.5 dB (please see Remark 2.2
for details), the multirate turbo coded MIMO system provides
nearly an equal error protection whereas the equal rate coded
systems do not. In Fig. 9, we also show the average BER per-
formance averaged over the performances of all the transmit an-
tennas for cases M = N = 2, 4, and 8, respectively (shown by
the corresponding thick curves). We can see that the multirate
coded scheme is able to operate with 2dB lower SNR than the
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Fig. 8. BER vs. SNR (p) performance for 2 x 2 system with 8-state turbo
codes. Dashed curves: Performance when rate 0.45 rate codes are
used in all four antennas; Solid curves: Performance when near-
optimal code rates are used in antennas 1-2, respectively. The cor-
responding thick curves show average BER averaged over the per-
formances of all four antennas.

equal rate scheme at the same BER level of 1075, The multi-
rate coded schemes operate very close (within 1-2 dB) to their
respective capacity limits at 107> BER, Table 1. In the simu-
lation results presented in this paper, we used (7) to calculate
the antenna rates for the given channel statistics. The closed-
form solution for the lower bound on the antenna rates given in
(12) also can be used to calculate antenna rates to achieve near
optimal performances. The performance degradation compared
to the channel capacity limits are because of the performance
limitation of the finite length codewords. Subsequently, any er-
rors in the previously decoded substream will also cause errors
in the subsequent decoding stages. Equation (6) is used to cal-
culate the ideal SNR needed to achieve the specific information
rate and column 5 of Table 1 lists the distance between the ideal
SNR to achieve the given rates and the operating SNR.
Remark 2: 1. When we use equal rate and power alloca-
tion to every transmit antennas, the error performance is lim-
ited by the first decoded antenna (with the largest interference),
where the detection/decoding order that minimizes the error
performance (known as ordered serial interference cancellation
(OSIC) detection and decoding) can be used in quasi-static fad-
ing situations to achieve the best possible performance. How-
ever, in ergodic channel environments, when we use channel
coding across a larger block, no such ordering gain can be
achieved due to the channel averaging.
2. Although, the theoretical rates of each of the antenna can be
calculated to achieve the near-optimal performances given the
knowledge of receiver operating SNR, due to the practical cod-
ing/decoding performance losses, the practical rates of each of
the transmit antenna must be sufficiently low. For example, for
the (8,8) case, empirically estimated rates at SNR =1.5 dB is
[0.4532 0.4893 0.5079 0.5401 0.5817 0.6085 0.6334 0.6636],
and we denoted the following slightly lower rates for actual
coding: [{0.334, 0.35, 0.375, 0.39, 0.40 0.425, 045, 0.5]. In
the case of (4,4), empirically estimated rates at SNR =1.5 dB is
[0.4447 0.4954 0.5524 0.6070] and the chosen rates for coding
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107 L L L L L 1 L
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Fig. 9. BER vs. SNR (p) performance for 4 x 4 system with 8-state
turbo codes. Dashed curves: Performance when rate 0.4 rate codes
are used in all four antennas; Solid curves: Performance when near-
optimal code rates (1/3, 0.375, 0.425, 1/2) are used in antennas 1-
4, respectively. The corresponding thick curves show average BER
averaged over the performances of all four antennas.
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Fig. 10. BER vs. SNR (p) performance for 8 x 8 system with 8-state turbo
codes. Dashed curves: Performance when rate 0.4 rate codes are
used in all eight antennas; Solid curves: Performance when near-
optimal code rates (1/3, 0.35, 0.375, 0.4, 0.425, 0.45, 1/2) are used
in antennas 1-8, respectively. The corresponding thick curves show
average BER averaged over the performances of all eight antennas.

is: [0.334,0.375, 0.425, 0.5]. In the case of (2,2), we chose rates
[0.4, 0.5] for [0.4719 0.5688] estimated at SNR=1.5dB. More-
over, the BER curves shown in Figures 8-10 are generated for
the rates chosen at the operating SNR=1.5 dB. In typical envi-
ronments, the receiver operating SNR must be tracked by the
transmitter to adapt the transmit antenna rates.

B. Results with Known Interference

In order to confirm the proper design of the multirate coded
scheme, we have also calculated the BER for the individual an-
tennas without any error propagation in the subsequent decod-
ing. In this comparison, instead of using the previously decoded
symbols to cancel the interferences, we use the knowledge of the
original transmitted symbols to cancel the interferences. Fig. 11
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Table 1. Code rates used.

MIMO Code rates Average information { Operating distance to
Configuration rate SNR capacity limits
(2,2) 0.4,0.5 1.9 1.5dB 0.7dB
2.2) 0.45,0.45 1.9 3.5dB 2.8dB
4,4) 0.334,0.375, 0.425, 0.5 3.26 1.5dB 1.6 dB
4,4) 0.4,04,04,04 3.2 3.5dB 3.6dB
8,8) [0.334,0.35,0.375, 0.39, 6.44 1.5dB 1.6dB
0.400.425, 0.45, 0.5]
(8.8) 0.4,04,04,04,04,04,04,04 6.4 4.0dB 4.1dB
10° T T 10° : T T T r T T .
— Multi-rate, 1
-5~ Multi-rate,2
%~ Multi-rate,3
E S T T DT Em e e el e L —8- Multi-rate 4
B 107E E
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‘\ \ —+— Multi-rate, known interference, known channel \
107 b § v 4 —— Multi-rate, known channel v
N 4o °Y| — = Mutti-rate, 10%—channel es. err. v i
vy = Multi-rate, 20%—channel es. err., '
\\x +© Multi-rate, 40%~—channel es. err. 3
A " —9— Equal-rate. known channel 1
\
107 \ 107 . . : . ; . ) L .

SNR (dB)

Fig. 11. BER vs. SNR (p) performance for 4 x 4 system using 8-state
turbo codes with rates (0.425, 0.45, 0.52, 0.6), with known and un-
known interferences. Solid curves: Performance when the exact
interferences are known. Dashed curves: Performance using the
decoded interferences.

compares the BER performances of the multirate coded system
with estimated (dashed curves) and known interferences (solid
curves) for M = N = 4 with turbo codes designed according
to the antenna rates (0.425, 0.45, 0.52, 0.6) calculated for an op-
erating SNR =3.5 dB. The curves depart from each other due to
the error propagation. However, the performances of both cases
(interference cancellation using known interferences and using
estimated interference) are reasonably close, which shows the
robustness of the turbo coded multirate system.

C. Results with Channel Estimation Errors

Finally, we test the the designs with channel estimation errors.
For this simulation, we approximate the estimation errors by us-
ing random noise matrices such that H., = H + AH, where
H is the actual channel matrix and AH represents the estima-
tion error. During the detection process, the exact channel matri-
ces were degraded by adding randomly generated complex noise
matrices with normally distributed elements and variances equal
to 10%, 20% and 40% of the channel power. Fig. 12 compares
the average BER performances when we used the exact channel
(solid curves) and noisy channel estimates with 10%, 20%, and
40% noise shown by dashed, dashed-dot and dashed-dot-circle
curves, respectively, for M = N = 4 with turbo codes designed
according to the antenna rates (0.425, 0.45, 0.52, 0.6) calcu-
lated for operating SNR =3.5 dB. The figure also compares the
average performance when the receiver knows the exact channel

Q 0.5 1 15 2 25 3 35 4 4.5 5
SNR (dB)

Fig. 12. Average BER vs. SNR (p) performance for 4 x 4 system using
8-state turbo codes with rates (0.425, 0.45, 0.52, 0.6), with exact
and noised channel matrices.

and interferences from the previous antennas. The performances
show the increasing sensitivity to the increasing channel estima-
tion noise. Note that, to illustrate the robustness of the proposed
scheme with channel estimation errors, each BER curve is gen-
erated using fixed channel estimation error variance for the cho-
sen SNR range. However, in practice, the channel estimation
error will be reduced as the SNR increases because when the
receiver operates at sufficiently high SNR, the channel can be
estimated more accurately. Thus, depending on the expected
channel estimation errors, the per-antenna rates must be relaxed
to achieve the desired BER.

V. DISCUSSIONS

We have examined the successive decoding and interference
cancellation algorithm in MIMO ergodic channel environments.
In particular, we have shown that rates of each antenna can be
calculated using only the channel statistics so that the coding
rates for each antenna are known at the transmitter. Moreover,
punctured turbo codes are used to design codes with various
rates for the successive decoding technique to achieve results
near channel capacities.
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