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On the SOVA for Extremely High Code Rates over Partial
Response Channels

Ali Ghrayeb

Abstract: In this paper, we extend the derivation of the iterative
soft-output Viterbi algorithm (SOVA) for partial response (PR)
channels, and modify its decoding process such that it works consis-
tently for arbitrary high code rates, e.g., rate 64/65. We show that
the modified SOVA always outperforms the conventional SOVA
that appears in the literature with a significant difference for high
code rates. It also offers a significant cut down in the trace-back
computations. We further examine its performance for parallel
and serial concatenated codes on a precoded Class IV partial re-
sponse (PR4) channel. Code rates of the form ﬁ_ﬁ (ko = 4,8, and
64) are considered. Our simulations indicate that the loss suffered
by the modified SOVA, relative to the APP algorithm, is consistent
for all code rates and is at most 1.2 dB for parallel concatenations
and at most 1.6 dB for serial concatenations at P, = 1075,

Index Terms: SOVA, partial response signaling, iterative decoding,
parallel and serial concatenation, decoding depth.

L. INTRODUCTION

Considerable research has been performed recently [1]-[6] on
the application of turbo coding to partial response channels. In
[1] and [2], a parallel concatenated (“turbo”) coded PR4 system
is considered where the precoded PR4 channel is treated as an
inner code. The PR4 channel is detected using an a posteriori
probability (APP) detector matched to the precoded PR4 trellis,
and the turbo code is decoded using two APP decoders matched
to the two recursive systematic convolutional (RSC) encoders.
The PR4 detector may or may not share soft information with
the turbo decoding, depending on performance/complexity re-
quirements [1], [2]. The turbo code may be replaced by a single
convolutional encoder as in [3]-[6], effecting a serial concate-
nated code system with the precoded PR4 channel acting as the
inner code. For simplicity, we refer to the former system as the
parallel concatenated code (PCC) system and the latter one as
the serial concatenated code (SCC) system. Obviously, three
APP decoders are required in the PCC system whereas two APP
decoders are required in the SCC system (see Fig. 1). In both
cases, simulations revealed that a substantial performance im-
provement is achieved over the uncoded system [1]-[6].

A study by Robertson et al. [7] has shown that little degrada-
tion is suffered on the binary antipodal AWGN channel when the
APP algorithm is replaced with approximate versions of it. One
of those suboptimal algorithms is the soft-output Viterbi algo-
rithm (SOVA), which offers an attractive complexity advantage:
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Fig. 1. Model for PCC and SCC encoding/decoding on the precoded
PR4 channel.

a factor of less than one half relative to the APP decoder for 16
states, and slightly more than a half for 4 states [7]. In addition
to reducing complexity, the SOVA decoder, unlike the APP de-
coder, does not require knowledge of the channel noise variance
[8]. The SOVA algorithm may be implemented via the trace-
back algorithm [9] or the register exchange algorithm [10]. We
shall focus on the former algorithm.

In this paper, we extend the derivation of the SOVA algorithm
for partial response (PR) channels and introduce a slight modifi-
cation in its decoding process such that it works consistently for
extremely high code rates, e.g., rate 64/65. This modification
in the decoding process becomes very crucial when consider-
ing high code rates. (We mention that in all cases in which the
performance of SOVA was examined, only code rates up to %
were considered.) This stems from the fact that, to achieve re-
liable estimates of the transmitted sequence at the output of the
SOVA algorithm, a relatively large decoding depth should be
used. Consequently, according to the nature of the SOVA, un-
like the standard Viterbi algorithm, it requires tracing back the
nonsurviving paths within a time window of a length equal to
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the decoding depth every time an estimate on a bit is made. This
introduces a considerable delay in the system, in addition to the
already existing delay, assuming an iterative decoding type of
environment. The modified SOVA provides absolutely the most
reliable bit estimates with a drastic cut down in the trace-back
computations. A comparison in performance between the mod-
ified SOVA and the conventional SOVA [7]-[11] is presented.

We then examine the performance of the modified SOVA for
parallel and serial concatenated codes of the form k—g’% for
ko = 4,8, and 64, with the following decoder configurations.
We first replace the APP decoder(s) that correspond to the RSC
codes with matching iterative SOVA decoder(s), and leave the
APP detector that corresponds to the PR4 channel unchanged
(in both the PCC and the SCC systems, see Fig. 1). This is a
reasonable thing to do because we would like the inner detector
to provide as much reliable information as possible to the outer
decoder. In addition, the inner “code” has only 4 states and thus
complexity is not big an issue here. We then replace every APP
detector in both systems with a matching SOVA detector (i.e.,
three SOVA's in the PCC system, and two SOVA’s in the SCC
system). According to the setup shown in Fig. 1, in the PCC
system, the outer decoders and inner detector do not exchange
extrinsic information back and forth in an iterative manner, as is
the case in the SCC system. This reduction in complexity comes
at the expense of a degradation in performance by about 0.5 dB
[2).

The rest of the paper is organized as follows. In Section II,
we derive the SOVA algorithm for PR channels, and outline the
modification in its decoding process as compared to the version
that exists in the literature. Section III presents the simulation
results for all code rates. Further, a comparison in performance
between the modified SOVA and the SOVA that appears in the
literature is presented. Finally, Section IV concludes the paper.

11. THE MODIFIED SOVA ALGORITHM

We discuss in this section the SOVA algorithm as an approxi-
mation to the BCJR-APP algorithm for the SCC system; SOVA
decoding for the PCC system is similar. As mentioned earlier,
the SCC system requires two SOVA’s. One SOVA decoder is
matched to the RSC encoder, and the second SOVA is a detec-
tor matched to the precoded PR4 trellis. Hagenauer in [9] and
[11] derived the SOVA algorithm for binary trellises. In this sec-
tion, we modify the SOVA algorithm for PR trellises. We will
also outline the modification that we introduce in the decoding
process of the SOVA, which is very important when considering
relatively high code rates.

A. The SOVA for PR Trellises

The branches of the trellis of a PR channel are labeled with
the information bit u; and its corresponding channel symbol
ck. Let ¢¥ = [y ¢a --- cn] be the PR channel output se-
quence that corresponds to a block of information bits uf =
(u1 uz --- un], and y¥ = (11 y2 -+ yn] be the correspond-
ing noisy received sequence. Additive white Gaussian noise
(AWGN) of variance Ny /2 is assumed.

At any given time k, a block-wise APP detector searches
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for the state sequence Sﬂ‘,m = [slym Sa.m - Skm] that cor-
responds to the information sequence u¥ by maximizing the a

posteriori probability

Mk,m = P (Sf,m ] y{c) » (1)

where m is an index that corresponds to the trellis path corre-
sponding to the state sequence s'f’m. Since y¥ does not depend
on m then maximizing (1) is equivalent to maximizing

P(yf | 8Tm) - P (s5m) - &
Now, the term P (s’fwm)can be expressed as
P(sfn) = P(si) P(sim)
= P(s¥2) - P(ugm), 3)

where uy, ., is the information bit that corresponds to the state
transition sg_1 ,m — Sg,m. We thus have from (1)-(3),

k— k—1
max { M m} = max {P (817"3) [Tic: p (i | 8i-1,ms Siim)
1d ,

m 'P(Uk,m)p(yk ‘ Sk—-1,m, Sk,m)}a

@
where p (yk | k-1, Sk,m) = P Yk | Ck,m). In maximizing (4),
it is equivalent to taking its logarithm, and adding two constants
that are independent of m. Let the two constants be K; =
—$log[P(up = +1)- P(up = —1)] and Ky = log 7 Ny.
Also, denote the logarithm of the first line in (4) by M1 m /2
which corresponds to the cumulative metric at time £ — 1 along
path m. With this, (4) becomes

mrgx{Mk,m} = max {Mp—1,m + [log P (ug,m) + Ki]
+ [logp (Wk | Sk—1,m Sk,m) + Ka]}, (5)

which simplifies to

My—1.m = 5z (U — Ch,m)”

1 ®
‘+‘§Uk,mLa(uk,m)} s

max { M, } = max
m m

where L*(ugm) = log %Zﬁi—i—; is the a priori (extrinsic)

information on bit wuy -, that is usually obtained from another
decoder assuming iterative decoding.

It follows from (6), after multiplying both sides by —1, that
the cumulative metric My, (s) for state s at time k along some
arbitrary path m is updated according to

Mp(s) = min {\(s',5) + Mg_1(s"), A(s",8) + Mp_1(s")},
N
where A(s', ") is the branch metric for the transition from state
s’ to state s at time & which is defined as

(®)

5 1
M) = 3o = ) = Gl (),
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Fig. 2. The VA soft-output for bit 4.

and c¢;, is the PR channel output at time k corresponding to the
transition s’ — s. The branch metric A(s", s) is similarly de-
fined. Now define the difference metric for state s at time k as

[9]

A = [(Mi-1(s") + M5, 9)) ~ (M-1(s") + A(s", 9))] -
©)

In [9], Aj was also shown to be approximated as

P(correct)

Ay, = log ———L—
RRI8TT P(correct)’

(10)
where P(correct) is the probability that the path decision of the
survivor at time £ was correct. Therefore, Ay represents the
reliability that the path ending at state s at time k& was correct.

In the conventional SOVA, to obtain the soft output for bit
ug, we first obtain the hard decision iy, after a delay d (i.e.,
at time k + &) , where § is the decoding depth. At time k +
8, we select the surviving path that ends at the state that has
the lowest metric and the selected path is considered to be the
maximum-likelihood (ML) path. We trace back the ML path
to obtain the hard decision . Along the ML path, there are
é + 1 nonsurviving paths that have been discarded, and each
nonsurviving path has a certain difference metric A; where k <
j < k + 4. (Clearly, this is because along the ML path there
are & + 1 states, and each state has a difference metric that was
calculated using (9).)

Now define

Ap = min{Ag, Apy1, -+ . Args}, (an

where the minimum is taken only over the nonsurviving paths
within the time window [k, k + 4] that would have led to a dif-
ferent decision @y. It was shown in [9] that A} represents the
reliability of the hard decision i, and the reliability increases
with increasing 6. Given @ and A}, the soft output of the
Viterbi algorithm for bit vy, is approximated by [9]

Lsova(uk) & Uy AZ (12)

From Fig. 2, and (8) and (9) it can be shown [9] that A}, has the
following structure

1)
- Ml£<j<k+1)

!

. _ (2) (1) (2)
Ag (Mj<k - Mj<l) + (Mk<j<k+i

+ﬁ1.5 ((yk - Ck2)2 — (g — Ckl)z) .

+igp L (ug,), (13)

where g1, and cg2 are the nominal channel outputs to state tran-
sitions at time k along paths 1 and 2, respectively, ¢ is the time
index at which A} = Ay, and M ;i)k is the cumulative metric
attime k — 1 along path 1. The other terms are obviously defined
{(see Fig. 2). Substituting (13) into (12) yields

Lsova(uk) R g (M(Z) -—M](i)k)

i<k
- (2) (1)
Uk (Mk<j<k+z' - Mk<j<k+i)

1.
AL ((yk = cx2)? = (wx — cx1)?)
4]

+L%(ug). (14)

where the first three terms represent the extrinsic information,
which we denote by Lf(uy), ie., L*(ur) = Lsovalur) —
Lo (uy,). L¢(uyg) is then passed to the subsequent decoder to be
used as an a priori information in the next iteration. Note that
results obtained in [9] cannot be applied directly to PR channels
since the channel symbols in this case have unequal energy.

B. Modification in the SOVA Decoding Process

In the conventional SOVA, as mentioned above, to obtain the
soft output for bit u, we first obtain the hard decision iy, after
a delay ¢ (i.e., at time k + &) , where § is the decoding depth.
At time k + &, we select the ML path to be the surviving one
that ends at the state that has the lowest metric. We trace back
the ML path to obtain the hard decision #;. Along the ML path,
there are k + & nonsurviving paths that have been discarded, and
each nonsurviving path has a certain difference metric A; where
k < j < k 4 8. We then obtain the reliability value A} with
respect to 4. A} is obtained by taking the minimum over the
nonsurviving paths within the time window [k, k + &}, i.e., A}
= min {Ag, Agy1, -+, Agys} such that the path correspond-
ing to every element in this set would have led to a different
decision 7. Note that every time a hard decision uy, 1S made, a
new set of § + 1 nonsurviving paths will have to be traced back.
This introduces a considerable amount of delay in the system,
especially when ¢ is large, which is the case when the code rate
is high.

In the modified SOVA, first we assume that all encoders start
at the zero state, and at least one encoder is terminated at the
zero state (assuming SCC and iterative decoding.) The decod-
ing process proceeds the usual way, i.e., choosing a survivor
and calculating the metric as well as difference metric for each
state, using (7) and (9), respectively, forall {k € 1, 2, --- , N}
In other words, no hard decisions are made until ¥ = N. When
k = N (i.e., at the end of the data block), we select the surviving
path that ends at state zero as the ML path. For decoders whose
corresponding encoders are not terminated at state zero, we se-
lect the surviving path that ends at the state that has the lowest



metric. We then trace back the ML path to obtain the hard deci-
sions iy, and the corresponding Ay, for k = 1, ..., V. To obtain
the soft output for bit uy, we define a parameter, &', called the
reliability depth, and find the reliability value A}’ with respect
to ¢', ie, AY = min{Ag, Agy1, -+, Agag } such that the
path corresponding to every element in this set would have led
to a different decision y,.!

Note that, unlike the conventional SOVA, the nonsurviving
paths are always the same regardless of the time they are traced
back. Thus, once a nonsurviving path has been traced back, and
its relevant information (such as the difference metric) has been
stored, it can be used for later processing without the need to
trace it back over and over. In this case, only one new nonsur-
viving path is traced back every time a new soft decision is made
as opposed to d + 1 paths in the conventional case. With this,
the modified SOVA becomes somewhat comparable in terms of
computational complexity to the standard Viterbi algorithm. In
addition, these modifications guarantee obtaining the most reli-
able hard decisions iy, which is of significant importance espe-
cially in the first decoder iteration as the subsequent iterations
highly depend on the first iteration. Moreover, we note that the
reliability of the hard decisions i), does not depend on the relia-
bility depth ¢’ as they are obtained after the whole data block has
been decoded. As for the reliability value A}’, as we shall show
below, the modified SOVA becomes less sensitive to the reliabil-
ity depth ¢’ as the code rate increases. Lastly, we conclude that
such modifications result in a reduction in the trace-back com-
putations, with a drastic cut down when considering high code
rates.

I1I. SIMULATION RESULTS

The simulation model for the parallel and serial concatena-
tions systems on the precoded PR4/AWGN channel is shown
in Fig. 1. For the parallel concatenation, the outer code com-
prises two identical RSC codes. Each RSC encoder employs
the generator polynomials (g1, g2) = (23,31),¢:, where g; is
the feedback polynomial and g, is the feedforward polynomial.
As for the serial concatenation, the outer code is a single RSC
code whose encoder employs the same polynomials mentioned
above. The inner code for both systems is the precoder iglﬁg
followed by the polynomial 1 — D?, where & indicates modulo-
2 addition.? All simulations were done with an S-random inter-
leaver of size NV = 4096 where the value S = 31 was used [14].
Employing such an interleaver results in eliminating the error se-
quences that dominate the performance in the floor region, and,
consequently, lowering the error rate floor of the performance
curves [6]. For PCC’s (SCC’s), code rates of the form k-f%,
where £y = 4, 8, and 64, were achieved by saving the second
bit in every 2kg-bit (ky-bit) parity block of each RSC encoder
output and puncturing the rest.

The error rate performance () of the various PCC’s ver-
sus £y /Ny is plotted in Fig. 3 (for 15 iterations). As a base-
line, the solid curves correspond to the “all APPs” configuration

! Note that A} need not equal A}.

2We remark that the employed precoder is not the optimal for the PR4 signal-
ing scheme where optimality is in the sense of achieving the lowest error rate
floor for a given outer code and PR scheme [13].
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in which two APP/RSC decoders are employed for the outer
code and one APP/PR4 detector is employed for the inner code.
When the two APP/RSC decoders are replaced with two match-
ing iterative SOVA/RSC decoders, the error rate performance
degrades by about 0.7 dB at P, = 10™° (dotted curves). The
bit error rate performance degrades by an additional 0.3 to 0.5
dB at P, = 107> when the APP/PR4 detector is replaced with
a matching SOVA/PR4 detector (dashed curves). For example,
when employing SOVA's everywhere, the performance degrades
by 0.9 dB for rate 64/65, and 1.2 dB for rate 4/5 at P, = 10~°
relative to the “all APPs” situation. A performance improve-
ment of over 1 dB for rate 64/65 and over 4 dB for rate 4/5 is
achieved relative to uncoded PR4 signaling (dashed curves).
Fig. 4 presents the bit error rate performance, P, of the var-
ious SCC’s versus Ejy /Ny (for 5 iterations).> We observe from
the figure that when the APP/RSC decoder is replaced with a

3We mention that the reason for choosing 15 iterations in PCCs and 5 iter-
ations in SCCs was to obtain the best performance possible in both cases. In
general, the maximum number of iterations required to achieve the best per-
formance in SCCs is smaller than that in PCCs. We attribute this to the fact
that extrinsic information exchanged iteratively between the inner detector and
outer decoder correlates faster in the SCC case. Nonetheless, we have observed
in both cases that after 3 iterations the improvement in performance becomes
marginal.
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Table 1. Information Rates for the PR4/AWGN Channel.

[l Code Rate 14/5 18/9 ] 64/65
AWGN (dB) 2.07 | 3.01 | 5.67
[ PR&/AWGN (dB) | 2.5 | 3.8 | 6.3

matching iterative SOVA/RSC decoder, the error rate perfor-
mance degrades by about 0.6 dB at P, = 107> (dotted curves).
The error rate further degrades by an additional 0.6 to 1.0 dB
at P, = 1075 when the APP/PR4 detector is replaced with a
matching iterative SOVA/PR4 detector (dashed curves).

Before we proceed further in the discussion of simulations re-
sults, we believe it is of interest to include the capacity limits and
achievable information rates for these codes on the PR4/AWGN
channel under consideration. Shamai et al. [15] derived up-
per bounds on the achievable rates on this channel where these
upper bounds are essentially the capacity of the binary input
AWGN channel (no partial response). Recently, a number of
papers [16]-[18] have appeared independently and at about the
same time in which tighter bounds were derived for channels
with memory, including a number of PR channels. A summary
of these results are shown in Table 1. (For comparison, these
codes are only about 0.7 dB from their capacity limits on the
binary AWGN channel {19].)

In Fig. 5, we present a performance comparison between the
modified SOVA and the conventional SOVA. In the figure, we
examine P, as a function of SOVA decoding depth ¢ for various
PCC’s. To produce each curve in the figure, we first fixed Ej, / Ng
to the value corresponding to P, = 1075 when the reliability
depth was set to &' = 50, i.e., when adopting the modifications
in the decoding process outlined above. We then plotted P, as
function of ¢ for several code rates.* We observe that even when
§ = 250, none of the codes have yet reached P, = 1075, We
observe also that the higher rate codes require larger values of &
for a given value of P, (after some transition region). This is due
to the following. The hard decisions %, become more reliable as

4For example, when & = 200, it is required to trace back 201 nonsurviving
paths to make a hard decision on a bit as well as obtaining the corresponding
reliability value. This repeats every time a new soft output is calculated.

e—
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uncoded
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Fig. 6. Performance of the modified SOVA algorithm as a function of the
reliability depth, 4.

4 increases because they include more parity bits. But for higher
code rates such as the rate 64/65, the improvement is gradual and
is still slight even when § = 250 (when § = 250, there are only
4 parity bits among the 250 code bits).

In Fig. 6, we examine the sensitivity of the modified SOVA
with respect to the reliability depth and code rate (for 3 decoder
iterations). In the figure, we present the trade-off between using
& = 5 and § = 50 for rates 4/5, 32/33 and 64/65. As observed
from the figure, when using § = 5 instead of 50, the perfor-
mance degrades by about 1.5 dB for rate 4/5, 0.3 dB for rate
32/33, and only about 0.15 dB for rate 64/65. This is a very
interesting result because, unlike the conventional SOVA, as the
code rate increases the algorithm becomes less sensitive to the
reliability depth {20]. This leads to a considerable cut down in
the trace-back computations. Furthermore, we observe that rate
64/65 code (3 iterations and § = 5) achieves a performance gain
of 2-plus dB over uncoded antipodal signaling at P, = 107°.

In conclusion, the modified SOVA has several advantages
over the conventional SOVA including:

1. Performance degradation remains almost the same for ar-
bitrary code rates. This is obvious from Fig. 3 and Fig. 4.

2. The modified SOVA always outperforms the conventional
SOVA with a significant difference for high code rates.
This is obvious from Fig. 5.

3. Unlike the conventional SOVA, the modified SOVA be-
comes less sensitive to § as the code rate increases as
shown in Fig. 6, which plays a major role in cutting down
the trace-back computations.

We finally mention that the aforementioned advantages come
at the cost of increasing storage complexity as we need to store
ug and k for all k € {1, 2, ---, N}. However, this cost is by
far negligible as a trade-off for improving the performance and
cutting down trace-back computations.

IV. CONCLUSIONS

We have extended the derivation of the SOVA algorithm for
PR channels. We have also introduced some modifications in
the decoding process of the algorithm so that it now works con-



sistently for arbitrary high code rates. We have argued that
the modified SOVA always outperforms the conventional SOVA
with a considerable reduction in the trace-back computations.
This argument was also supported by computer simulations. The
sensitivity of the modified SOVA has also been studied with re-
spect to the reliability depth and code rate. The conclusion was
that it becomes less sensitive to the reliability depth as the code
rate increases. Lastly, we mention that the modified SOVA can
be extended to arbitrary ISI channels in a straightforward man-
ner.
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