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A General Method for Error Probability Computation of
UWRB Systems for Indoor Multiuser Communications

Giuseppe Durisi, Alberto Tarable, Jac Romme, and Sergio Benedetto

Abstract: A general method for the evaluation of the symbol error
probability (SER) of ultra wideband (UWB) systems with various
kind of modulation schemes (N-PAM, M-PPM, Bi-Orthogonal), in
presence of multipath channel, multiuser and strong narrowband
interference, is presented. This method is shown to be able to in-
clude all the principal multiaccess techniques proposed so far for
UWB, time hopping (TH), direct sequence (DS) and optical orthog-
onal codes (OOC). A comparison between the performance of these
multiple access and modulation techniques is given, for both ideal
Rake receiver and minimum mean square error (MMSE) equalizer.

It is shown that for all the analyzed multiple access schemes, a
Rake receiver exhibits a high error floor in presence of narrow-
band interference (NBI) and that the value of the error floor is in-
fluenced by the spectral characteristics of the spreading code. As
expected, an MMSE receiver offers better performance, represent-
ing a promising candidate for UWB systems.

When the multiuser interference is dominant, all multiple ac-
cess techniques exhibit similar performance under high-load con-
ditions. If the number of users is significantly lower than the
spreading factor, then DS outperforms both TH and QOOC. Finally
2PPM is shown to offer better performance than the other modula-
tion schemes in presence of multiuser interference; increasing the
spreading factor is proposed as a more effective strategy for SER
reduction than the use of time diversity.

Index Terms: Ultra wideband, multiple access, multipath channel,
performance evaluation.

I. INTRODUCTION

The successful deployment of ultra wideband (UWB) systems
for high speed indoor communications strongly depends on the
development of efficient multiaccess and modulation techniques
and of low complexity receivers, robust against narrowband and
multiuser interference. As far as the first issue is concerned, sev-
eral proposals for UWB air interface are available in the litera-
ture, the principal ones being time hopping (TH) [1], direct se-
quence (DS) [2] and optical orthogonal codes (OOC) [3]. These
three multiple access strategies were compared in [3] on AWGN
channel and under equal power users assumption. The compar-
ison highlighted the robustness of DS compared to TH against
multiuser interference and pointed out the tradeoff between time
diversity and spreading gain.

As far as the modulation choice is concerned, 2PPM is the
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most common scheme employed in UWB communication sys-
tems (see for example [4]); however other modulation tech-
niques are presented as well in the literature. In [5] various
optimization criteria for M-PPM delays are presented, and their
performance is evaluated in multipath channels. In [6] and [2]
on-off keying (OOK) and 2PAM are proposed, respectively. Fi-
nally, in [7], the use of Bi-Orthogonal modulation (Bi-M-PPM)
is suggested.

In this paper we present a general method for the evaluation
of the SER for coherent, single band UWB systems, in the pres-
ence of dense multipath channel {8], multiuser and narrowband
interference. The recently proposed multiband technique (see,
for example, [9]) will not be addressed. As in [2], the SER is
evaluated for both ideal Rake receivers [10] and MMSE equaliz-
ers. Furthermore, we tested the validity of the Gaussian assump-
tion, employed in [2] to model the multiuser-intersymbol (MUI-
ISI) interference, every time its use was questionable. In ad-
dition, the equal-power user assumption is removed through the
introduction of a path loss attenuation, related to the transmitter-
receiver distance. The method is shown to be able to include all
multiple access techniques proposed so far for UWB. Further-
more, SER formulas are given for three modulation schemes:
N-PAM, M-PPM and Bi-M-PPM. This allows a comparison un-
der various working hypotheses.

At the receiver, we assume to have perfect channel state infor-
mation. The problem of channel estimation in UWB systems is
addressed in [11]. In [6] some suboptimal reception techniques
that simplify or overcome the problem of channel estimation are
presented.

The paper is organized as follows. In Section II and I1I we
briefly describe the general system model and its time-discrete
version. In Section IV the problem of SER computation is pre-
sented and analytical formulas are given for N-PAM (exact), M-
PPM (upper bound) and Bi-M-PPM (upper bound), using the
Gaussian assumption and adopting a semi-analytical method. In
Section V the Rake and MMSE receiver structures are analyzed
and finally, after having introduced a reference scenario in Sec-
tion VI, a comparison between the multiaccess and the modula-
tion techniques is presented in Section VII.

II. SYSTEM MODEL

In this section, the principal characteristics of the system will
be described. The time axis is divided in symbol intervals of
T, seconds, each one further subdivided into smaller intervals,
called chips of duration T, seconds. The signature sequence
assigned to each user for multiple access purpose is a periodic
signal, with a period equal to T'. For simplicity, we assume that
T = NyT, and T; = N.T., with N, N. € N. The period T is
longer than the symbol time T'5, whenever the multiaccess code

1229-2370/03/$10.00 © 2003 KICS



DURISI et al.: A GENERAL METHOD FOR ERROR PROBABILITY COMPUTATION...

Table 1. DS and TH signature sequences for user 1; 5 € [0, N, — 1].
Codetype N, N, N, c}l)
DS | 4 4 [1,1,-1,1)7
TH 34 1 [0,0,0,1]"
[0,1,0, O]T
[0,0,1,0]"

Table 2. DS and TH signature sequences as in the previous example. A
repetition code of length 2 is this time considered.

Codetype Ny, N, N, c}l)
DS 1 8 8 [1,1,-1,1,1,1,-1,1)T
TH 3 8 2 [0,0,0,1,0,1,0,0)"
[0,0,1,0,0,0,0,1]7
[0,1,0,0,0,0,1,0]7

spans more than a single symbol.
The signal transmitted by user & can then be described as fol-

lows:
s®(t) =" pM (e — i), (1)
i
where
Ny—1 N.—1
(k) (k
Z 2 Jhg (t_hT — T zN)bJrJ) )
j=0 h=0
a,(k) is the | —th symbol, transmitted by user k, chosen indepen-

dently and with uniform distribution from the alphabet .A,. With

the notation cﬁk,z we indicate the value assumed by the spread-

ing code assigned to the user k in the chip A of the j* symbol
interval, in each period T'. We will assume c( ) € {0,£1}; in
this way all the principal multiaccess techmques proposed so far
for UWB (TH, DS, OOC) are included. Note that the multiple
access code {cgﬁ)} can be also constructed as the combination
of a signature sequence and a repetition code, as often proposed
in UWB literature (see for example [4]). The code associated
with the symbol j transmitted by user £ can be written in vector
form as

T
k k) (k k
¥ = [c§3c§f , ,;)}Vr_l] . 3)
The number of pulses transmitted in each frame is given by
Ny = ()" (). )

In our analysis we assume that the number of pulses per frame
does not vary from frame to frame and is equal for ail users. In
Table 1 and 2, two examples of signature sequences are given,
with and without repetition code.

The signal g(¢, a) in (2) represents the random process at the
output of the modulator and therefore its expression depends
on the modulation format. In order to be as general as pos-
sible, let us assume that the transmitted signal is constituted
by a sequence of basic waveforms that can be both pulse am-
plitude and puise position modulated. In particular, assum-
ing that the possible PPM positions are A{, each of them uni-
vocally identified by its PPM delay 7, [ = 0,--- ,M — 1,
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Table 3. Modulation formats: Examples.

Modulation M  Alphabet for dg? Example
2PAM 1 A, = A—{0} d\ = [1]
2PPM 2 Ay =A—{-1} d“" 11,0]7

2PPM+2PAM 2 Ao = A dg“ =[0,-1]7

then it is possible to associate each symbol aEk)

dgk) = [dgko) e ,diﬁ\),[_l]T, containing the amplitude of the
pulses transmitted in each PPM position. If an N-level ampli-
tude modulation is employed, then, in the most general case,
d(k belongs to a subset A, of Ay = {2p— 1 - N}_, U {0},
as shown in Table 3, for some modulation formats.

Terming with z(t) the transmitted waveform with time dura-
tion T, chosen such as T, + max; ;7 < T¢, and with unitary
energy, then

with a vector

g(tal) = \/—-Zdlmt—n) )

where FE, is the energy per pulse; defining z;(t) = z(t — 77),

forl =0,---,M — 1, then
M-1
g (t;agk)) =+ E, Z dgz)xl (t). ©6)
1=0

It is worth noting that, through (6), a general non-linear mod-
ulation scheme (the non-linearity is determined by the use of
M-PPM modulation) is simplified to the sum of M linear ampli-
tude modulated systems, each one employing a different wave-
form x,(t). This approach is similar to the one described in [1].

The parameter [V, together with M and N, determines the
relation between E, and the energy per bit E,. An explicit for-
mula will be given in the next sections, for some modulation
schemes. Assuming that N, users are active, then the received
signal can be written as

ng
\/_”b

where n¢ (t) is a white Gaussian noise process with two-sided
power spectral density Ng /2 and n,(t) is the narrowband inter-
ference, modeled as an ergodic, zero mean, Gaussian random
process. Furthermore, A; and A, represent the attenuations
due to path loss, which are a function of the transmitter receiver
(TX-RX) distance. Finally, h(¥)(t) is the time-invariant, asyn-
chronous multipath channel impulse response for user k. Each
asynchronous channel impulse response h'*)(t) is assumed to
have a maximum delay of ¢4, Seconds. In the rest of the paper

we will term with ql )(t) the convolution between the transmit-
ted pulse 2;(t) and h{¥) (¢).

) * KO (t) + a(t), (7

)+ ng( )

HI. DISCRETE TIME EQUIVALENT MODEL

In order to analytically evaluate the SER, we will construct a
discrete time equivalent model, obtained by sampling 7(t) ev-
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ery T, seconds, with 7;. <« T.. Furthermore, the receiver is
supposed to be constituted by a bank of M digital filters, active
on an observation window T, > T. The following parameters
need also to be defined: !

e N, = Ty/T,, the number of samples in the observation
window T, over which the receiver operates.

N, =T./T,, the number of samples per chip.
Np = [tmaz/T.] + 1, the minimum number of chip in-
tervals in which q,(k) (t) is contained, V k and V [.

e L; = [Ny/N.], the minimum number of symbol inter-
vals in which ql(k) (t) is contained, V k and V [.

e Ng = [Ty/T.], the minimum number of chip intervals
in which the observation window is contained.

e Lr = [Ng/N.] — 1, the minimum number of symbol
intervals in which the portion of the observation window
that exceeds a symbol interval is contained.

For error probability computation, the system under analy-
sis is identical to the superposition of NV} subsystems, transmit-
ting in a round-robin fashion on successive slots of duration 7.
However, the presence of multipath causes the received signals
to lose their mutual orthogonality, with the consequence of inter-
symbol interference in the overall system. The error probability
is obtained by averaging on the performance of each subsystem.
This task is performed if the error probability is computed aver-
aging over IV}, successive symbols.

Without loss of generality, let us assume that user 1 is the
reference user and that the symbol a(nl) is transmitted, with n €
[0,---, Ny — 1]. The vector containing the discrete samples of
the received signal will be

r, = [r(nT,), r(T, +nTs), - ,7((Nw — DT +nTs)]7. (9)
With the same notation, we can also introduce a overall Gaus-
sian noise vector as follows:
n, = [nTs), (T, + nTs), -, A((Ny — )T + nTs)]T
(10)
Furthermore, it is also necessary to define the spreading block

diagonal matrices st

~(k)
~Lp+n k) 0 0
0 ¢t 0
S%k) _ ‘ Li+n+tl . (a1
. - A _ k-
0 0 c(Llian

I Note that the notation [x] indicates the nearest integer to 2 towards +00.
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where
E(k) . C(k’)
i 7 Y(imodNy)

(12)

and 0 is a NV, sized zero vector. Finally, the channel matrices

Q" € RN« (LrtLat)Ne i introduced as in (13). Using the
previous definitions and rewriting St as
(k k) k k)
S '= [S-LL—HN'” ’Sgl )"" S(LR")’H:I (14)
with s{*) being the (i + L) column of S/, then
N, Lr+n M-1
=y > 2 VAEQS Y 4. (9)

k=1i=—Lp+n I=0

The receiver consists of a set of M digital filters w', m =
0,---, M — 1, fully characterized by their V,, coefficients

(16)

m o__ m m m T
Wy = [’wn.Oﬂwn,l" o 7wn,Nm—1]

The outputs of the M filters give the decision statistics vector

1 1 1 :
agl) = [ail,z)vagz,)l"" 7(151,2,\/[_1]77 (17

with
ol =W e, m=0,---,M -1 (18)

Each component of the decision statistics vector a(nj) can be

rewritten to highlight the contributions of the useful signal, the
multiuser and intersymbol interference terms, and the Gaussian
noise to the total output. The final result is

agllzn =V Ezpn,m + NMI,n,m + Tin,m (19)
where
Pom = VAL (W) QWsd), (20)
is the useful signal term,
N, Lp+n M-1
m k
NMInm = (Wy )TZ Z Z VALE, Q( Js! 1’
k=1li=-~Lr+n [=0
(k,i,l)#(1,n,m)
(2D
is the multiuser and intersymbol interference and
Np,m = (Wn )Tﬁn (22)

is the narrowband interference and the thermal noise term at the
output of the m-th digital filter.

“”)(LLN 1)
L NT. 4T

ML NTA (N1 g (L Ne— DT +(N
0 ¢ (LLN.T.)

(L Ne—1)T0)
a'* )((L;,chl)TchT,‘)

0 4" (L N.T.+T,)

g™ (0) 0 0 ... 0
a1 0 0 ... 0
)T a® (N1 0 0 (13)
o (Te) q;“m) 0 0
(T M) o
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IV. COMPUTATION OF THE ERROR PROBABILITY

A. Introduction

In this section the error probability is computed for three dif-
ferent modulation schemes, N-PAM, M-PPM and Bi-M-PPM.
For all but the first case, for which an exact formula for the
SER can be easily computed, an upper bound based on the union
bound [12] is given.

Assuming that the channel is deterministic, then the SER only
depends on the cumulative distribution of the multiuser, inter-
symbol, thermal noise and narrowband interference. According
to the assumption introduced in Section II, the last two distribu-
tions are Gaussian. Assuming that the symbol aszl) is transmit-
ted, let us define collectively with B,, the set of the transmitted
symbols that cause intersymbol and multiuser interference, that
is

B, = {agk)!i: —Lp+n,- - ,Lr +n;

k=1, 7Nu;(k,i)7£(1,n)}. 23)

If the union bound is employed, the error probability (both
SER and BER) conditioned on B,, and a%l) can be expressed as
the sum of Gaussian error functions whose arguments depend on
the useful signal, the MUI-ISI and the variance of the Gaussian
noise (both thermal and narrowband). Let us include all these
contributions in a general set called D,, of cardinality Np. In
formulas, having introduced a real constant ¢g, related to the
modulation and multiple access format, and a real function f,, :
RY> 5 R then

Py (elal, Bn) <o Y erfe(fm(Da).  4)

If the channel and the signature sequences are deterministic,
then the distribution of the multiuser and intersymbol interfer-
ence depends only on the discrete distribution of the transmitted
symbols,

P (clal) = By, {Po (claf?, Ba) } =

- Y .Y ¥

al), n€4a oV €Al €A,

2 2 2

(1) 2) (2)
0 pin€Aa 2L, +n€Aa €A,

AL p+n
Z Z P, (e]as), Bn) .
(Nu)

(Nuy)
“—LL+n€Aa ULLR“+n€-A'J

(25)

Equation (25) points out that the SER is given by a sum of
Gaussian error functions, that grows exponentially with the
number of users V,, and with the number of symbol intervals
L; + Ly + 1. The evaluation of (25) is therefore not feasible
even for systems with moderate size [13].

In this paper we adopt two well-known techniques to over-
come the problem of the exact computation of (25). The first is
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based on the use of semi-analytical method. This method con-
sists on approximating the calculus of the expected value in (25),
with an average over Nj;;;, independent realizations of the ran-
dom variables in the set 3,,. In formulas,

Pu(elalD) = Eg. {Pn (e|a£}>, Bn)}
Nsim

1 Z P, (elasll), Bn,i) .

Nsim P
=1

~

(26)

A different approach consists of modeling the MUI-ISI term
as a normal random variable, employing the so called “Gaussian
assumption.” This approximation drastically simplifies (25) and
it is asymptotically valid for V, — o0, due to the central limit
theorem. However, if the system size is not large enough, it can
lead to incorrect estimation of the error probability, as shown for
example in [14] for a matched filter receiver.

B. Evaluation of the Second Order Statistical Parameters of the
Noise Terms

In this section, the second order statistical properties of the
noise terms will be evaluated. For error probability computation,
in fact, it is necessary to statistically characterize the terms a&,
forn=0,---,Ny—1landi = 0,--- , M —1. If the union bound
is employed, then also the second order statistical description of
5}2 - aillj., i # j is required.

Let us assume that the narrowband interference 7, (¢) has a
power spectral density S,,, (f) with the following characteristics

¢

%7 fc_%hglﬂgfc'i‘%b‘

Sy (f) = @7

0, otherwise

where f, and B, are, respectively, its central frequency and
bandwidth. The autocorrelation function of ny(¢) is therefore
given by

Ry(1) = NpBycos(2zf.7)sinc(nBy1)
Ny -
= SR, (28)
Ry(T) = 2Bycos(2nf.7)sinc(nBy7). (29)
In matrix form,
Ry(nTy) Ry (N =1)To4nTs)

- By (T, +nT,) . Re((Ny—2)To+4nT,)
Rpn = : : : ’
Ry(nTs+(Nw—1)T,) Ry(nTs)

(30)

with Ry, € R s the Toeplitz narrowband interference
autocorrelation matrix. Using the previous definitions, the mean
and variance of the overall Gaussian noise term 7, , can be
expressed as:

E{n,m} =0, 31
. N, . N, ~
Onm = o Wi P+ Ay (W) T Rewi. (32)
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Furthermore, the variance of the difference between the two
Gaussian noise contributions at the output of the filters m and
/' is given by

—52 2 NO m m 2
T m,m/! :E{(n'n,m - nn,m’) } = —2' W, — W, +
Ny N\NT - ,
m
+ Ab—2~ (wn —w ) Ry (wzl - w ) .
(33)

If the Gaussian approximation is employed, then the second
order statistical parameters of the MUI-ISI need to be known as
well. The mean value of narr . . can be evaluated as:

E{"MI,n,m} :(wm)T
N, Lgp+tn —
E Z Z /Q—AkE Q (k E{d(k)}
k=1li=-Lp+n =0
(k,i,1)#(1,n,m)
(34)

Evidently, the mean is equal to zero if E{d(k) } = 0. This is
the case for the N-PAM scheme defined in Section IT and for
combinations of N-PAM and M-PPM. However, if M-PPM is
employed, the result is not valid anymore. In fact, if the symbols
are assumed to be equiprobable, then
1
E{d} = i Yk VL (35)
For simplicity, we will also in this case assume that the aver-
age value is zero. This assumption is reasonable if the error
probability is computed averaging on different realizations of
the channel impulse responses, characterized by asynchronous
delays uniformly distributed over T'. In this case, in fact, if the
transmitted waveform is chosen to have zero DC content,
B {(w)"QPs } =0, vm.n.k, (36)
where the expectation is taken over the asynchronous channel
impulse response ensemble [4]. With this assumption,

N, Lgp+n M-1

Friam =S 3 z;%&E{@wf}

k=1i=—Lp+4+n [=0
(k,3,0)#£(1,n,m)

Jwmras®l, (37)

and

N, Lr+n M-1

- Y Y ame{(d)]

k=1li=—Lp+n (=0
(k,3,0)#(1n,m)

2
m\T k k
owi £ wi') T Qs ()|

+ 2
UM[nmm

(38)

are, respectively, the variance of the MUI-ISI at the output of
the m-th filter and of the sum/difference between the m-th, and
the mn’-th filter outputs.

C. N-PAM

In this case Af = 1 and the sum over [ in (6), (37) and (38)

can be omitted because al”) can be fully described by the scalar

quantity d%k). Furthermore, as only one filter is necessary at the
receiver to obtain the sufficient statistics, the index m can be
also dropped. Adopting standard techniques [12}, the symbol
error probability, conditioned on the multiuser interference, can
be evaluated as

M — VEPpe—npn
P — : 39
n(€| Bn) M 9 f { 20_;21 ) ( )
where
3log, M
=y 40
TV DN, 0
and
Ey,=E,/c. 41

The unconditional error probability can be evaluated numeri-
cally by adopting the semi-analytical method as in (26), or ana-
lytically by using the Gaussian assumption:

M-1 VE,P
P(e) = erfc{ ¢ bon (42)
2 (J?V[ It a%)
Finally,
Np—1
Ple) = Z P (43)
D. M-PPM

In this case dﬁk) is an M dimensional vector with dgkl> €

{0,1}, constructed such that Vdim only one value of [ €
[0, M — 1] exists, such that d(-k)

out loss of generality, that the symbol a,,’ is transmitted and
(k) _

that, in its associated vector, d;,;., = 1. The decision rule, whose

aim is to establish in which position ¢ € [0, M — 1] of the deci-

sion vector (l(n )

follows:

= 1. Let us assume, with-
(1) .

the element “1” is situated, can be described as

= argmax all)

hom- (44)
me[o,M—1]

Employing the union bound technique, the conditional error
probability can be evaluated as

| Mo1M-
Pa(e} B,) < = P (ag}, <ol Bn) ,45)

p=0 j=0

J#p

where
P( 53;<a1)[8n):
- %erfc VEan,pC+nMInp —NMIngj ’ (46)
2 —- “7] p
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with
log, M
=,/ ——, 47
¢ N, (47)
and Fj, like in (41).
As in the previous subsection, the equation (46) can be used
together with a semi-analytical method to obtain P, (e). Alter-
natively, the Gaussian assumption can be adopted, leading to

VB Py

—2 —2
\/2 ( Ongp T oMI,n,j,p)

(48)

P (a(l) < a(l)l) = %erfc c

n,p n,§

E. Bi-M-PPM

Also in this case, dgk) is an M dimensional vector, but this
€ {0, £1}. The vector is constructed such that Vdgk)
only one value of [ € [0, M — 1] exists, for which dg";) = +1.

(1) is transmitted and that its

corresponding vector has dn,p = 1. The decision rule operates
in two steps; first the index ¢ is chosen such that

time d_")

Let us assume that the symbol an

(49)

¢ = argmax |o
me0,M—1)

Sl

and then a standard zero threshold comparison is adopted, like in
the conventional 2-PAM scheme. Using the union bound tech-
nique,

Palel Br) < o (1-Py(@), 60

where P, ;(c) is the probability of correct decision of an equiv-
alent QPSK system. Using standard techniques [12], it can be
shown that

1 +o0
Post) = == [
O'%’p —¥o

(-o5)
exp | — dz, 51
203, ,
where
1
To = ﬁ ( EbP"«PC_‘_ npMinp + nllltll gL nJMI nj) 3
4o = ﬁ (\/E,,Pnpc+nM1n,,+nI,’wm +nM,,”)
with
_ [l4log, M
= \/ N, (52)
and Ej like in (41). The coefficient
[nnypn” J] (53)

Ppj = 5
V on pgn J
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represents the correlation between the noise terms at the output
of the two correlators and

Nprn,g = PpiltMIng,

"Ml,n,j =4/(1 - Pi,j)"MI,n,j
are the projection of the multiuser-interference term at the out-
put of the j** correlator on the ortho-normal basis defined by
a vector parallel to the noise component at the output of the p
correlator and its orthogonal vector.

If the correlation coefficient p,, ; is equal to zero Vp, j ,p #
J, then the expression in (51) simplifies into a product of two
complementary error functions. In particular, it can be easily
verified that

1= Ppj(c) =ap; +bpj—apjby;, (54)
where
Zo
a —erfc , (595)
Y 2 202
1
by, ==erfc | —22 (56)
2 202’]-
If the Gaussian assumption is adopted and p, ; = 0,
M—-1M-1 @)
(G) (G
<_Z Z - mbm’ 67
p=0 j5=0
J#p
where
1 VE P,
aﬁ.) :ierfc c b np , (58)
\/2 (20371, + _Ulz\ll,n,j,p)
vV E, P
b(G) =§erfc vV Ebnp (59)

\/ 2 (2‘73,1 + +"?w,n,j,p)

It is interesting to note that if the narrowband interference is
absent, the independence between the noise components n,,
requires the orthogonality between the receiver vectors w,
Vm. This condition is verified for linear receivers (matched fil-

: c(a®Y ok
ter, Rake or MMSE receiver, for example), if (Qj ) Q" =

?
0, Vi # j. This implies that the PPM delays are chosen such that
the autocorrelation function of the channel, evaluated at those
time instant, is zero. This is the average case for UWB channels
as they are characterized by a rather impulsive autocorrelation
function.

V. RAKE AND MMSE RECEIVERS

In this section, two examples of digital filters are presented.
The first one is the standard ideal Rake receiver [10], which can
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combine all the resolvable multipath components. According to
the model presented in the previous section, the set of digital
filters w;', m =0, --- , M — 1, defines a Rake receiver, if

Q n-,

and T, = T + t,,42. It is evident that this kind of receiver cor-
responds to a filter matched to the convolution of the transmitted
signal and the channel impulse response.

The second receiver analyzed in this paper is the linear
MMSE multiuser receiver. This receiver can better cope with
multiuser and narrowband interference, maximizing the signal
to interference ratio at the output of the digital filters. Even if
this maximization does not lead to a minimization of the error
probability, for the interference is not white Gaussian, however,
it leads to an improvement of the error probability of the systems
[14] compared to the matched filter, at the expense of complex-
ity.

Setting the observation window to a value 7, > T, (in our
analysis we will assume T, = 2T%), then the digital filter is an
MMSE receiver if

(60)

2
Wi = arg minE{\\/Al dfllzn—z Iy ‘ } (61)
zERNw
Defining
X, =E{rlr,} =
N. Lg+n M—1 T T
= Z Z Z A E, QP (s #)
k=1 —-L;+n I=0 ( ) ( )
2 N
E { (%) } + 2L+ 4,2 SR, (62)
where Iis a N,, x N, identity matrix, and
vt = A, E, Qs (63)

then, it can be demonstrated [12] that equation (61) leads to
— X lvm, (64)

The advantage of the Rake receiver over the MMSE filter is
that its implementation requires only the knowledge of the sig-
nature sequence and the channel impulse response of the refer-
ence user (see equation (60)). On the contrary, according to our
model, the MMSE receiver requires the knowledge of the sig-
nature sequences and the channel impulse responses of all the
users, together with the signal to noise ratio and the TR-RX at-
tenuation factors. However, as noted in [14], the minimization
of (61) can be carried out through an adaptive implementation,
in which all the quantities that are needed are learned, provided
that a preamble of symbols known to the receiver is transmitted
(transmission of training sequences). Furthermore, the adaptive

implementation overcomes the problem of matrix inversion in
(64).

VI. REFERENCE SCENARIO

A. Transmitters Positions

We consider a propagation environment delimited by a cir-
cumference of 10 m radius, with the receiver in the center. All

the active users are inside this area, with a distance of at least
one meter from the receiver. The position of all the transmit-
ters is randomly chosen, assuming a uniform distribution over
the surface delimited by the 1 and 10 m radius circumferences.
Both line-of-sight (LOS) and non-line-of-sight (NLOS) cases
are considered.

B. Channel Model

In order to compare the performance of the previously de-
scribed multiple access schemes, an adequate indoor UWB
channel should be introduced. In this paper we will employ
the model proposed by the IEEE 802.15.3a working group [8],
which is based on a modification of the Saleh-Valenzuela [15].
This model takes into account the clustering phenomena ob-
served in several UWB channel measurements (see for example
[16]). According to [8], the channel impulse response can be
modeled as

L H
W90 = 33 allate - T - ), 69

where {al(f“)} are the multipath gain coefficients, { Tl(k) } and

{Tl(’];) } represent the delay of the {*" cluster and of the k" mul-

tipath ray relative to the [*” cluster arrival time. The distribution
of clusters and rays interarrival time is exponential. The aver-
age power delay profile shows a double exponential decay (for
cluster average power and for rays average power in each clus-
ter), and the fading statistics is lognormal. Finally the sign of
each multipath replica is either positive or negative, each with
the same probability. In our analysis, we will introduce another

random variable Ték)

between users. In particular, 7
distributed over the interval T'.

In 8] four sets of parameters are given, to characterize the
statistical properties of different channels. In particular, the fol-
lowing propagation conditions are considered:

1. LOS channel with a TX-RX distance between 0 and 4 m.

2. NLOS channel with a TX-RX distance between (0 and 4
m.

3. NLOS channel with a TX-RX distance between 4 and 10
m.

4. Extreme NLOS channel (RMS delay spread of 25 ns).

In our model, a randomly generated channel will be assigned
to each user according to the following rule: if the TX-RX dis-
tance is less than 4 m, then a channel impulse response of type
1 or 2 (with the same probability) is considered, otherwise one
of type 3 or 4.

Finally, the path loss attenuations {4y} and {4} are as-
sumed proportional to d~7, where d is the TX-RX distance. The
parameter -y is set equal to 2 for LOS channel and 3.5 for NLOS
ones.

modeling the delay due to asynchronism

( ) is assumed to be uniformly

C. Narrowband Interference

For narrowband interferers we consider an IEEE 802.11a sys-
tem, a possible competitor for WPAN applications. As shown in
[2], this signal can be approximated with a Gaussian narrow-
band process. The central frequency and the bandwidth of the



DURIST ¢t al.: A GENERAL METHOD FOR ERROR PROBABILITY COMPUTATION...

interferer will be then set to 5 GHz and 200 MHz, respectively.
Assuming that the UWB system, which has a bandwidth of ap-
proximately 3 GHz, operates at FCC part 15 limits of —41 dBm
per MHz and that the narrowband interferer transmitted power
is 100 mW, we obtain a signal to interference ratio of —26 dB,
given that the two transmitters experience the same attenuation

[2].

D. Transmitted Pulse and Multiuser Codes

The transmitted pulse () is the second derivative of a Gaus-
sian pulse, like in [4], with the time duration T, equal to 0.7
ns. The multiuser codes are chosen respectively from the Gold
codes for the DS system and from codes based on quadratic con-
gruence [17] for the TH one. The optical orthogonal codes are
designed such that two pulses are transmitted inside each frame

[3].

VII. PERFORMANCE EVALUATION

A. Introduction

In this section we present some BER curves obtained em-
ploying the methods described previously. All the curves are
obtained from an average of 1000 realizations of the scenario
described in section VI. In all situations, the multipath chan-
nel associated with the reference user is assumed to be LOS. In
the first set of plots, we will compare the performance of the
three proposed multiple access schemes over different condi-
tions (system load, Rake/MMSE reception, Gaussian assump-
tion for MUI-ISI interference, and narrowband interferer). In
the second set, the impact of the modulation techniques (2PAM,
2PPM, Bi2PPM) is illustrated.

B. Multiple Access Techniques

In Fig. 1 the BER curves for the three multiple access schemes
are illustrated. In the left column plots, a system characterized
by high bit rate is analyzed. In this case the number of chip
per frame IV, is equal to 7, leading to a bit rate of 204 Mbit/s
per user. The chip length is chosen equal to the time duration
of the pulse. In the right column plots, a lower rate version of
the same system is considered, with N, = 31 and a bit rate
of 46 Mbit/s per user. In both situations, the number of active
users IV, is equal to 6. The first system is therefore nearly fully
loaded, while the second one can be considered to be in a rather
low load condition.

Fig. 1(a) and 1(b) show the performance of the systems in the
presence of strong NBI. Rake receivers exhibit high error floor
for all the multiple access techniques, due to its lack of robust-
ness against strong narrowband interference. On the contrary,
MMSE receivers offer, as expected, much better performance at
the cost of higher computational complexity. The Gaussian ap-
proximation was successfully adopted to derive these curves; in
fact the dominant noise in this situation is the narrowband one,
that was modeled as a colored Gaussian random process.

The comparison of the two plots give rise to some interest-
ing considerations. Increasing the number of chip per frame
(with a reduction of the bit rate) leads to an improvement in the
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crosscorrelation and autocorrelation properties of the multiac-
cess codes and therefore to a reduction of the multiuser interfer-
ence. This fact justifies the average 1 dB gain in performance
of the MMSE receivers, in the lower bit rate case depicted in
Fig. 1(b), compared to Fig. 1(a). For the Rake receiver how-
ever, the high error floor is uniquely determined by the effect
of the strong narrowband interference, therefore a mitigation of
the multiuser interference does not lead to an improvement in
performance. The difference between the position of the BER
floors for the different schemes at both rates are strongly influ-
enced by the shaping effect of the multiuser code on the power
spectrum of the transmitted signal. For example, the better per-
formance of the OOC scheme with a Rake receiver in Fig. 1(a)
can be justified by the spectral analysis, noting that the code
assigned to the reference user introduces a spectral attenuation
in the vicinity of the central frequency of the narrowband in-
terference. Furthermore, when the code does not introduce any
shaping (like in uncoded TH-PAM [18] or DS-PAM with a suf-
ficiently high number of chips per frame, such that the auto-
correlation function is nearly impulsive), the floor position is
independent of the value of V..

This consideration suggests that an effective strategy to opti-
mize the performance of UWB systems with Rake reception,
whenever the narrowband interference is the limiting factor,
could be based on the design of spreading codes with desired
spectral characteristics, rather than on the optimization of their
auto and crosscorrelation properties.

On the contrary, when the narrowband interference is absent
(see Fig. 1(c) and Fig. 1(d)), the cross and auto correlation char-
acteristics of the codes play an important role in determining
the position of the BER floor for Rake receivers. It is interest-
ing to note that for the high rate system, the difference between
the multiuser techniques are negligible, showing that the effect
of dense multipath channel substantially deteriorates the higher
MUI robustness of DS compared to TH and OOC observed in
[3]in the AWGN channel. In the lower rate system case, instead,
a difference in performance can be still appreciated.

In Figs. 1(e) and 1(f) the BER curves obtained with the Gaus-
sian assumption are plotted for Rake receivers in the absence of
NBI. Note that for the high bit rate, fully loaded system, the
MUI-ISI term can be reasonably considered Gaussian, as no
significative differences can be appreciated comparing Fig. 1(e)
with 1(c). However, for the lower rate system, the use of this
hypothesis leads to an overestimation of the error probability, as
can be verified by comparing Fig. 1(f) with 1(d).

As far as the MMSE filter is concerned, it has been shown
in [19] that its output can be considered Gaussian under general
conditions, so this assumption is fruitfully adopted to derive all
the BER curves with this type of receivers.

C. Modulation Techniques

In Fig. 2 we compare the impact of different modulation
strategies for both TH (left column plots) and DS (right column
plots). Ideal Rake reception, N, = 7, and no narrowband in-
terference are assumed. Both single user and a multiple-access
cases are considered for two target bit rates, 204 Mbit/s and 102
Mbit/s per user, respectively.

For the first rate, 2PAM and Bi2PPM with Gray mapping are
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Fig. 1. Multiple access techniques comparison: (a) N. = 7, E /N, = —26 dB, (b) N = 31, E; /N, = —26 dB, (c) N = 7, no NB|, (d) Nc =31, no
NBI, (e) N. = 7, no NBI, Gaussian assumption, (f) N. = 31, no NBI, Gaussian assumption.

compared in terms of BER. The independence between the noise
components is assumed for the last modulation technique. As
shown in Fig. 2(a) and 2(b), the second technique leads to an

improvement in the performance of the system in the single user
case, due to its high robustness against ISI. As a matter of fact, as
two bits are transmitted for each symbol, the frame length must
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Fig. 2. Modulation techniques comparison: (a) N, = 1, TH, (b) N, = 1, DS, (c) N, = 6, TH, (d) N, = 6, DS. Note that N is the repetition code

length.

be doubled in order to maintain the same bit rate as in the 2PAM
case. This holds for both TH and DS. However, in the presence
of multiuser interference (Fig. 2(c), Fig. 2(d)), the advantage of
the second technique over the first one in terms of BER floor
becomes rather small.

In the lower rate case, four modulation techniques are com-
pared: 1) a 2PAM scheme in which the chip length is doubled
(T, = 1.4 ns), compared to the fast rate case, 2) a 2PAM scheme
with 7. = (.7 ns and a repetition code of length N, = 2, 3) a
Bi2PPM modulation technique with 7. = 2.8 ns, and 4) a 2PPM
scheme with 7p = O and 7; = 0.7 ns.

When only one user is active (Fig. 2(a), Fig. 2(b)), the most
effective techniques are 2PAM and Bi2PPM, which show sim-
ilar performance. The use of a repetition code does not lead to
an improvement of performance, as noted in [3] in the AWGN
channel. Evidently, the time diversity gain is smaller than the
ISI enhancement due to the reduction of frame duration. Finally
2PPM exhibits a poor behavior due to the 3 dB orthogonal mod-
ulation loss.

The situation changes when MUT is considered (Fig. 2(c) and
Fig. 2(d)). While the first three techniques have a similar error

floor (around 2 — 4 - 10~* for TH), 2PPM substantially out-
performs the other techniques for sufficiently high SNR values.
This behaviour could be justified hypothesizing a higher robust-
ness of 2PPM against the multiuser and intersymbol interfer-
ence, due to the correlation characteristics of the transmitted
pulse.

Finally it is interesting to note that, as in the previous section,
when the system operates at a bit rate smaller than the one given
by the fully loaded condition (204 Mbit/s), DS is more robust
than TH against MUI-ISI interference, for all considered modu-
lation schemes.

VIII. CONCLUSIONS

In this paper we presented a general method for the evaluation
of the error probability of UWB systems employing different
multiaccess, modulation and reception techniques. An indoor
system characterized by dense multipath and narrowband trans-
mitters was considered.

It is shown that for all the multiple access schemes consid-
ered, the Rake receiver exhibits a high error floor in the pres-
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ence of NBI and that the error floor position is influenced by
the spectral characteristics of the spreading code. As expected,
an MMSE receiver offers better performance, representing a
promising candidate for UWB systems. However, its complex-
ity and feasibility for practical implementation must still be as-
sessed.

When the multiuser interference is dominant, all the multiuser
techniques exhibit similar performance under high load condi-
tions. On the contrary, when the number of users is significantly
less than the spreading factor of the system (defined as the ratio
between the frame and the pulse duration), DS outperforms both
TH and OOC.

For a fixed target bit rate, 2PPM exhibits better performance
than the other modulation schemes in the presence of multiuser
interference. Finally, increasing the spreading factor is proposed
as a more effective strategy for system BER reduction than the
use of time diversity.
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