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Abstract

We present an adaptive wavelet packet based speech enhancement method with robust voice activity detection (VAD) in 
non-stationary noise environment. The proposed method can be divided into two main procedures. The first procedure is a 
VAD with adaptive wavelet packet transform. And the other is a speech enhancement procedure based on the proposed VAD 
method. The proposed VAD method shows remarkable performance even in low SNRs and non-stationary noise environment. 
And subjective evaluation shows that the performance of the proposed speech enhancement method with wavelet bases is 

better than that with Fourier basis.
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I. Introduction

In many speech related applications, speech has to be 

processed in the background of undesirable noise. During 

the last two decades, various approaches to reduce the 

noise have been proposed. Among them, spectral sub­

traction is one of the widely used methods. This method 

requires the estimation of statistical information fbr a 

background noise. Hence, the accuracy of the estimated 

statistical noise information decides the performance of 

the enhancement system. However, conventional spectral 

subtraction method based on Fourier basis where assumes 

that the inp니t signal is periodically sinusoidal cannot show 

good estimation of spectrum in noisy environment. 

Especially, it is almost impossible to perform an accurate 

estimation of noise information by Fourier basis in low 

SNRs or non-stationary noise environment. For that 

reason, various wavelet based denoising methods had 
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been proposed[U2]. Unfortunately, the conventional wave­

let based denoising methods sometimes induce an artifect 

in speech enhancement system. Thus, it is one of the 

crucial issues of the wavelet based speech enhancement 

systems to 시leviate the artifact in low SNRs or non- 

stationaiy noise environment[3,4].

To resolve the non-stationary noise problem (including 

artifact problem), we propose an adaptive wavelet packet 

based spectral subtraction method. The proposed method 

includes a new VAD method with adaptive wavelet 

packet transform and a modified spectral subtraction 

method based on a speech dominant indicator (SDI).

II. Voice Activity Detection

In many speech enhancement methods segments of pure 

noise are evaluated by detection of speech pauses. However, 

this is a difficult task in practical environments, especially 

if the background noise is not stationary or the SNR is 

low[5]. To solve the problem, we propose a new VAD
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Figure 1. Proposed VAD process.

method. For the purpose, noise magnitude intensity (NMI) 

and speech dominant indicator (SDI) are suggested as new 

measures for the robust VAD. The proposed VAD is used 

to estimate noise information in noise only area. Fig. 1 

depicts the proposed VAD.

2.1. Noise Magnitude Intensity
In this section, we present an estimation method of noise 

magnitude intensity (NMI).

At first, noise level is estimated as fbllows[5]
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which a = 0.98, 1.5 < ^ < 2.5
m : wavelet packet filterbank index

j : frame index

F知):average power spectrum of nh wavelet 

packet filterbank at jh frame

Nj(n): estimated noise level

Next, we estimate a NMI with the estimated noise level 

as a measure of noise intensity in spectrum. The below 

Algorithm 1 아lows the estimation method of NMI.

Algorithm 1: Estimation of NMI

Step r. Initialize NMI and wavelet packet filterbank index 

(i.e. node number in wavelet packet tree), NMI = 

0 and w = 0.

Step 2: If n is larger than the highest wavelet packet 

filterbank index, then exit.

Step 3: If then NMI = NMI + 1.

n = n + 1

which P(n): average power spectrum of nh wavelet packet 

filterbank

7V(w): estimated noise level

go to Step 2.

The NMI provides an information about amounts of 

noise components concentrated in the current noisy 

speech. This is very useful and important information for 

robust VAD in noisy environment.

2.2. Speech Dominant Indicator
As we have mentioned, it is very difficult to perform 

accurate VAD in low SNRs or non-stationary noise 

environment. Thus, we propose a speech dominant 

indicator (SDI) k for robust VAD as shown in Eq. 2 and 

Eq. 3. The SDI is defined by multiplication of geometric 

mean and weight Ar based on NMI.

人="gio
NMI)

(2)

(3)

which Nfb : the number of filterbank

NMI: noise magnitude intensity extracted from 

Algorithm 1.

Ar : might

Y : experimental exponent parameter A value 

between 1 and 3 is used, experi-mentally.
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Fig. 2 아lows SDI for / = 0, 1, 2. In the figure, all 

regions (voice, unvoice, noise only) are hand-segmented. 

We can see that SDI using NMI gives rise to better 

discrimination than SDI only ( / = 0) in Fig. 2. Especially, 

SDI using NMI induces good discrimination between noise 

and 니invoiced speech even in low SNRs and non-stationaiy 

noise environment.

2.3. VAD with
For robust detection of a boundary between speech and 

noise, we propose some thresholds based on the SDL At 

first, we assume that there is preliminary silence area at 

least for 200 msec ahead of utterance of speaker. Now, 

we introduce a procedure based on SDI fbr each frame 

to decide a threshold fbr detection of a boundary between 

speech and noise. Initially, a mean value of SDI k mean is 

defined by mean value for an interval of preliminaiy 

silence area. And the last frame of the interval of 

preliminaiy silence area is marked by Fdf. Next, we find 

a frame which is continuously larger than k mean during 

80 msec from Fdf to starting frame The found frame 

is marked by FDF^oms as shown in Fig. 3. And we find 

mean ( k 'mean), maximum ( k 'max) and minimum value ( k min) 

of SDI fbr an interval between starting frame FSF and 

FoFsoms- At last, we define temporal thre아｝old THrr and 

final thre아THft as follows:

THtt = *把如 + (^max 一 ^min) (4)
2 .火*' 4- 4. jl-*T'LJ mean max min /e\THft =--------------------------- (5)

Most of local maximum introduced by background noise 

can be reduced by temporal threshold THtt、

Now, we suggest a robust VAD procedure using SDI 

and the proposed thresholds. The procedure is shown in 

Fig. 4. At first, we find tentative starting and ending points 

(set by TSP and TEP, respectively) of contact between 

temporal threshold THrr and curve of SDI k . The next 

step is to move backwards from TSP (forward from TEP) 

comparing SDI k to final threshold THft- If SDI k falls 

below final thre아】이 d THft, temporal starting point TSP 

is moved back (forward at TEP) to the corresponding point 

(set by SP or EP).

Figure 2. Speech domin헤it indicator k for z = 0, 1, 2： "three 
one zero six” (additive factory noise at a SNR 느 5 dB) 
for decision of thresholds.

Figure 4. Detection of voice activity.

Fig. 5 shows examples of the proposed VAD algorithm. 

The first row of each figure is waveform of clean speech 

and second row shows noisy speech. Then the last row 

shows SDI fbr the corresponding noisy speech. Figs. 5(a) 

and (b) show examples of faulty VAD. When we fail in 

correct noise estimation, SDI derived from estimated noise 

introduces a faulty VAD, And unsuitable selection of 

VAD thresholds in fast varying noisy speech induces some 

error. Finally, low SNR environment is the factor leading 
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to faulty VAD. However, in most cases, we can take good 

VAD perfonnance even in colored or non-stationary noise 

environments as shown in Figs. 5(c) and (d). In other 

words, the proposed VAD algorithm shows good detection 

rate with average 土 40 〜±50 msec error range in SNR 

=15 dB 〜10 dB and average ±60 〜±70 msec error 

range in SNR=5 dB 〜0 dB.

III. Noise Estimation and Modified Spectral 

Subtraction

3.1. Noise Estimation
Now, we reestimate noise spectrum by modified noise 

estimation method taken from the proposed VAD as 

follows:

財=

noise area
a ••义시0) + (1~。)・马(7),・ 아'

1V,T(i) , otherwise

(6)

which 8 = 2, a = 0.98

1<. i<> filterbank size 

j = frame index

This procedure is similar with Eq. 1 except that we 

estimate most of noise spectrum in noise only area.

3.2. Special Subtraction Weight
Berouti et al. proposed a modified version of the power 

subtraction rule in which the amount of noise subtraction 

depends on the SNR of the particular frame[6]. A fixed 

subtraction weight is used over all frame in the Berouti 

et (H.'s method. However, we need a new variable (not 

fixed) subtraction weight for each frame because a great 

deal of real environmental noise is non-stationaiy. That is, 

a real environmental noise has both time-varying statistical 

characteristic and time-varying SNR for each frame.

Thus, we propose a new estimation method of spectral 

subtraction weight at each frame fbr reliable speech 

enhancement method. Ihe proposed method utiich depends 

on the SDI tc is shown below.

(a) An example of fa니ty VAD (SNR=0 dB with pink noise) (b) An example of faulty VAD (SNR=0 dB with factory noise)

(c) An example of good VAD (SNR=0 dB with battle noise) (d) An example of good VAD (SNR=0 dB with leopard noise)

Figure 5. Examples of the Proposed VAD with SDI.
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where a, , j and A are spectral subtraction weight, frame 

index and normalization level, 0.4 M 人 M 0.& The /cmax, 

a:min, are maximum and minimum SDI over all frames. 

And k j is the SDI at jth frame.

Finally, we define a filter for magnitude spectral 

subtraction with estimated noise level found from Eq. 6 

as shown in Eq. 8 and perform the spectral subtraction by 

Eq. 9.

,otherwise

成(i)l=0(，) •盼马⑴ (9)

which 0M/9M0.02, i < filterbank size

j : frame index

I i) I: estimated noise level

\Pj(i) I： average power spectrum of ith wavelet 

packet filterbank at jth frame

IV. Evaluation

In noisy environment, the SNR cannot be used as 

faithful indication of speech quality. Thus, we employ 

subjective tests for evaluation of the proposed method. For 

subjective tests, we use an informal listening te아 and 

spectrum test. TIDIGIT 64 is used as speech database and 

various noise (babble, Leopard, pink, and Volvo noise), 

taken from Noisex-92 database, is added for our evalua­

tion. Filterbank is composed of 64 uniform bands both in 

Fourier basis and wavelet bases.

Fig. 6 shows speech spectra obtained by the proposed 

algorithm with Fourier basis and wavelet bases. The 

proposed algorithm with wavelet bases yields the better 

result than that with Fourier basis for the most noise 

conditions. Also, in informal listening test, the proposed 

algorithm with wavelet bases shows better performance 

than that with Fourier basis as shown in Table 1. And, 

as shown in Figs. 6(d) and (e), Coiflet and Daubechies* 

based results show similar spectrogram. However, as 

shown in Table 2, preference performance depends deeply 

on the characteristics of additive noise. That is, Daubechies* 

basis is suitable for speech babble noise and Leopard

(b) Noisy speech (babble noise 
at SNR = 0 dB)

(c) Speech enhanced by proposed algorithm with Fo니「ie「basis

(d) Speech enhanced by pro­
posed algorithm with 
Daubechies basis

(e) Speech enhanced by pro­
posed algorithm with Coiflet 
basis

Figure 6. Speech spectrograms.

Table 1. Preference percentage between the outputs of pro­
posed denoising algorithm using Fourier transform and 
wavelet packet transform (average of -5 dB, 0 dB, 
5 dB, 10 dB and 15 dB).

Fourier 
Transform

Wallet
Packet 

Transform

No 
Difference

Babble 8% 52% 40%
Leopard 28% 52% 20%

Pink 28% 72% 0%
Volvo 32% 40% 28%

Table 2. Preference percentage between enhanced speech 
나sing Daubechies' basis and Coiflet basis (average 
of -5 dB, 0 dB, 5 dB, 10 dB and 15 dB).

Daubechies'
Basis Coiflet Basis No

Difference
Babble 50% 14% 36%

Leopard 79% 21% 0%
Pink 7% 53% 40%

Volvo 7% 53% 40%
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Table 3. Preference percentage between the outp나s of pro­
posed denoising algorithm using wavelet packet trans­
form based on Daubechies* basis and noisy speech 
signal (average of -5 dB, 0 dB, 5 dB, 10 dB and 
15 dB).

Proposed
Algorithm

Noisy
Signal

NO 
Difference

Babble 68% 32% 0%
Leopard 68% 32% 0%

Pink 72% 28% 0%

V이 vo 76% 16% 8%

(military vehicle) noise, and Coiflet basis fbr the others. 

This resxilt is matched with the characteristics of the 

wavelet bases. And Table 3 shows the preference percent­

age between the outputs of the proposed denoising algo­

rithm using wavelet packet transform based on Daubechies* 

basis and noisy speech signal. Although the performance 

of informal listening te마 depends on the characteristic of 

background noise, most listeners preferred the output of 

the proposed algorithm to the non-processed noisy signal. 

But, there were cases that some listeners preferred the 

noisy signal due to the induced distortions and artifacts.

V. Conclusions

We proposed the speech enhancement method with the 

VAD method based on adaptive wavelet packet fbr various 

noisy environments. The proposed speech enhancement 

algorithm shows good performance even though it is 

sensitive to choice of the wavelet basis. Furthermore, we 

can see that the proposed VAD with NMI based SDI is 

very useful to estimate the noise information even in low 

SNRs and non-stationary noise environment.
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