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Approximate Analysis of MAC Protocol with Multiple
Self-tokens in a Slotted Ring

Makoto Sakuta and Iwao Sasase

Abstract: Ring networks are very commonly exploited among local
area and metropolitan area networks (LAN/MAN), whereas cells
or small fixed-size packets are widely used in synchronized ring
networks. In this paper, we present an analytical method for eval-
uating the delay-throughput performance of a MAC protocol with
multiple self-tokens in a slotted ring network under uniform traf-
fic. In our analysis, we introduce the stationary probability, which
indicates the number of packets in a node. Also, it is assumed
that each node has a sufficiently large amount of self-tokens, and a
slotted ring has the symmetry. The analytical results with respect
to delay-throughput performance have similar values to computer
simulated ones. Furthermore, in order to achieve fair access under
non-uniform traffic, we propose an adaptive MAC protocol, where
the number of self-tokens in a node dynamically varies, based on
the number of packets transmitted within a specified period. In
the proposed protocol, when the number of packets transmitted by
2 node within a specified period is larger than a specified thresh-
cld, the node decreases the number of self-tokens in a per-node
distributed method. That results in creating free slots in the ring,
thus all nodes can obtain an equal opportunity to transmit into the
ring. Performance results obtained by computer simulation show
that our proposed protocol can maintain throughput fairness un-
cler non-uniform traffic.

Index Terms: Self-token, slotted ring, throughput, non-uniform
traffic, fairness.

I. INTRODUCTION

Ring networks are very commonly exploited among local area
and metropolitan area networks (LAN/MAN). Those provide
several advantages such as reliability in the case of physical
damages to the network, ease of slot synchronization at ex-
tremely high data rates, and so on [1], [2]. Ring networks are
roughly classified into slotted ring and buffer insertion ring(or
unslotted ring) networks. In general, slotted networks have the
advantage that they have fewer contentions than unslotted net-
works. Moreover, the widespread use of cells or small fixed-size
packets, as well as the synchronization of the network opera-
tions such as in SONET/SDH ring lead to a slotted ring model
[21, [5], [6]. Therefore, we focus on a slotted ring in this paper.

Token ring protocol is a well-known media access control
{MAC) protocol for the ring network. Since at most one node
which holds the token can transmit into the ring at any given
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time, token ring protocol has a problem of throughput degrada-
tion in the case of high load. To solve the problem, ring networks
with spatial reuse are focused on, in which multiple simultane-
ous transmissions are allowed as long as they take place over
different links [3]. In such networks, total ring throughput be-
comes much higher than the capacity of a single link. However,
the spatial reuse access mechanism leads throughput unfairness
among nodes in the case of high load.

In order to ensure a measure of access fairness among nodes
connected to the ring network, several quota-based MAC pro-
tocols have been proposed [4]-[8]. In those protocols, a node
is allowed to transmit a certain amount of packets in a cycle,
which is called quota. Therefore, each node has the equal op-
portunity to transmit into the ring. However, those protocols
have the disadvantage that the node, which has exhausted its
quota, must wait for a next packet transmission until all other
nodes exhaust their quotas. Meanwhile, a self-token protocol
has been proposed [9], in which a node has an amount of self-
tokens for transmitting a packet. Therefore, the transmission by
a node does not depend on the amount of self-tokens in other
nodes. Also, it has been shown by computer simulations that
the amount of self-tokens largely effects to the delay-throughput
performance. However, performances of the MAC protocol with
multiple self-tokens have not been analyzed in [9]. Hence, it is
very important to clarify delay-throughput performance of the
MAC protocol with multiple self-tokens for given parameters
by an analytical method.

On the other hand, when heavy load nodes continuously hold
the transmission channel for a long time, or under non-uniform
traffic, throughput unfairness occurs. In such a situation, as the
number of self-tokens becomes large, most of the slots become
occupied with packets transmitted by some of nodes. Under
non-uniform traffic, the number of self-tokens should be dy-
namically varied in order to achieve throughput fairness. In the
adaptive self-token protocol for a buffer insertion ring shown in
[10], the amount of self-tokens is dynamically varied based on
the duration which it takes for a self-token to round the ring.
However, the duration is always same in a slotted ring. Since
the throughput unfairness occurs, the protocol [10] is not an ef-
fective for a slotted ring. Therefore, we need an efficient MAC
protocol, which can achieve fair access to the ring even under
non-uniform traffic.

In this paper, we present an analytical method for evaluat-
ing the delay-throughput performance of a MAC protocol with
multiple self-tokens in a slotted ring under uniform traffic. In
our analytical model, we introduce the stationary probability,
which indicates the number of packets in a node. For the sim-
plification, it is assumed that a node has a sufficiently amount
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Fig. 1. A slotted ring with four nodes.

of self-tokens, and a slotted ring is symmetric. Under the above
conditions, the transition of queue length is modeled by Markov
chain, and we can derive the delay-throughput performance for
the MAC protocol with multiple self-tokens under uniform traf-
fic. We compare the analytical results with the computer sim-
ulated ones with respect to the delay-throughput performance.
The analytical results have similar values to computer simulated
ones in the case that the number of self-tokens is sufficiently
large. Thus, both the propriety of our analytical model and a
validation of the computer simulation model are shown.

Furthermore, in order to achieve the fairness of throughput
per node under non-uniform traffic in a slotted ring, we propose
an adaptive MAC protocol, where the number of self-tokens dy-
pamically varies, based on the number of packets transmitted
within a specified period. In the proposed protocol, when the
number of packets transmitted by a node within a specified pe-
riod is larger than a specified threshold, the node decreases the
number of self-tokens in a per-node distributed method. That
results in creating free slots in the ring, thus all nodes can ob-
tain equal opportunity to transmit into the ring. From computer
simulated results with regard to throughput per node, we show
that our proposed protocol can achieve the throughput fairness
under non-uniform traffic.

In Section II, we address an overview of the MAC protocol
with multiple self-tokens [9]. In Section III, we present the ana-
lytical model for the MAC protocol in a slotted ring under uni-
form traffic. Furthermore, in Section IV, we propose the adap-
tive MAC protocol which can achieve fair access to the ring un-
der non-uniform traffic. Numerical results are presented in Sec-
tton V. Finally, conclusion remarks are given in the last section.

1. THE MAC PROTOCOL WITH MULTIPLE
SELF-TOKENS IN A SLOTTED RING

One of the purposes of this paper is to provide the analyti-
cal method for evaluating delay-throughput performance for the

Slot
Header Field|  Payload Field
! Nbits
(pm————— ~
Check Field SA DA
SeltTt?)ken

SA: Source Address DA: Destination Address

Fig. 2. The structure of a slot.

MAC protocol with multiple self-tokens in a slotted ring. In
this section, we address an overview of the MAC protocol with
multiple self-tokens [9].

Fig. 1 shows a slotted ring with four nodes. Time is slotted,
and a packet transmitted to the ring moves slot by slot along the
ring. It is assumed that all slots are synchronized. There are S
slots in the ring, where S = m N, for positive integer number m.
Nodes are equipped with one transmitter and one receiver. They
can transmit or receive only one packet within one time slot.
Also, the node has T self-tokens initially. Generally, a token is
shared among all nodes in the network. The node which has a
token is allowed to transmit a packet into the ring. On the other
hand, a self-token is a token specific for a node, and a node is
allowed to transmit a packet toward the ring if the node has at
least one self-token. One self-token is used for transmitting one
packet. Each node has two buffers. One is a node buffer for
storing the packets generated at the node, and another is a self-
token buffer for storing its own self-tokens. The node buffer size
is denoted by B.

Fig. 2 shows the structure of a slot. A slot consists of a header
field and a payload field. Also, the header field is divided into a
self-token field and a check field. The self-token field consists of
a source address(SA) field and a destination address(DA) field.
The check field consists of N bits, and is used for node i to
recognize that its self-token comes back to itself. In [9], the
packet and the self-token are removed by the destination node
from the ring.

We assume that at the beginning of time slot £, node 2 is about
to receive slot s from the ring. At most one packet arrives at
a node at the beginning of time slot ¢. What node ¢ has to do
within one time slot in the MAC protocol with multiple self-
tokens are (1) to receive slot s from the ring, and remove the
packet from slot s if the packet destines node i, (2) to store an
arrival packet in its node buffer, and (3) to transmit slot s filled
with a packet into the ring if slot s is available and there are
one or more packets in its node buffer. Processes (1) and (2)
are performed in parallel, and then the process (3) is performed
following processes (1) and (2). Details of three processes are
addressed below.

At the beginning of time slot ¢, node 7 receives slot s. Node
i checks ith bit in the check field in slot s. Only when node ¢
finds that ith bit is set to 1 in the check field, node ¢ generates
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one self-token and stores it in its self-token buffer. Furthermore,
node 1 sets ¢th bit in the check field to 0. Also, node 7 checks DA
in the self-token field in slot s. When DA is equal to ¢, node i
removes the packet and the self-token from slot s. That is, node
i sets the values of SA and DA, and the payload field in slot s to
null.

A packet arrives at node 7 at the beginning of time slot ¢.
If there are B packets in its node buffer, the arrival packet is
dropped due to buffer overflow. Otherwise, node ¢ stores it in
its node buffer. When node ¢ has no packets in the node buffer,
node ¢ stores the arrival packet in the head of its node buffer.
Therefore, it is possible that the packet arriving at node ¢ at the
beginning of time slot ¢ is transmitted toward the ring until the
end of time slot ¢.

After above two processes are done, node 4 tries to transmit
the head packet of the node buffer. Node ¢ checks the number of
self-tokens in its self-token buffer. If slot s is available and node
1 has at least one self-token, node 1 fills slot s with its self-token
and a data packet, respectively. Also, node 7 sets ith bit in the
check field to 1. Then, node ¢ transmits slot s into the ring.

Thus, in the MAC protocol with multiple self-tokens [9], each
node can transmit a packet in the per-node distributed manner.
Transmission by a node does not depend on the number of self-
tokens in other nodes.

III. ANALYTICAL MODEL

In [9], performance of the MAC protocol with multiple self-
tokens has not been analyzed. When we design a practical net-
work, we need to analyze performance for given parameters
such as the number of nodes and the buffer size. Hence, it is
very important to clarify delay-throughput performance of the
MAC protocol with multiple self-tokens for given parameters by
an analytical method. In this section, we present an analytical
method for evaluating the delay-throughput performance for the
MAC protocol with multiple self-tokens in a slotted ring under
uniform traffic.

First, we make the following assumptions.

Assumptions

(A1) The packet arrival process at each node is assumed to
be a Bernoulli process with parameter A. Here, A is the
probability that one packet arrives at a node per slot.
Packets arriving at node 4 have address j(j # ) with
probability 1/(N — 1).

(42)

(A3) The slot size and the packet size are the same.

(A4) N nodes are located equally along the ring.

(A5) Each node has S self-tokens. In other words, lack of its
self-token does not prevent a node to transmit a packet.

(A6) The packet in a slot received by a node destines is inde-
pendent of the state of the node [3]. The queue length

indicates the number of packets which a node has.

Assumptions (A2) — (A4) are used to be reasonable that in
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our analytical model, the slotted ring is symmetric. It is assured
by the symmetry of the slotted ring that all slots are free with an
equal probability and all nodes can transmit into the ring with
an equal probability. In the following description, we focus on
the operation of node ¢. Those help the simplification of our
analytical derivation of the delay-throughput performance of the
MAC protocol with multiple self-tokens.

Nodes have their node buffers whose size is B(> 1). The
number of packets in a node buffer is called queue length. We
denote by 7(;)(0 < b < B) the stationary probability that node
i has b packets in its node buffer. The transition of queue length
is modeled by Markov chain, and induced by the event that a
packet newly arrives at node 4, or that the packet is transmit-
ted from the node buffer into the ring. The transition of queue
length depends on not only the current queue length but also the
past state of slots in the ring. This can be valid because from
assumption (A6), it is regarded that the contents of the slot re-
ceived by node ¢ does not depend on the past behavior of node
i.

The probability that node ¢ receives a packet from the ring
under the condition that the received slot is not free is p =
2/NT[3](See Appendix for derivation of p). In [3], in the case of
a single buffer model, p = 2/N is derived from the symmetry of
the ring using assumption (A2)—(A4). In this paper, we can use
p = 2/N for the multiple buffer size model, since we assume
from assumption (A6) that the contents of the slot received by
a node is assured to be independent of the queue length at node
1. We can say that assumption ( A6) is valid because of the sym-
metry of the system by assumptions (A2) — (A4).

We denote by [ the probability that the received slot is not
free. ~yrec is defined as the probability that node i receives a
packet from the ring per slot, and is expressed as

Yrec = ﬂ D (D

Our focus is moved to what node ¢ has to do within one time
slot. In tandem with receiving a slot from the ring, if a packet
newly arrives at node 4, node 4 stores it in its node buffer. And
then, if the slot is available for node 7 and there is at least one
packet in its node buffer, node ¢ inserts a packet into the slot
and transmits it toward the ring. As described in Section II, it
is possible that the packet arriving at node ¢ at the beginning of
time slot £ is transmitted into the ring within time slot ¢.

From assumption (A1), at most one packet newly arrives at
node i. Also, node ¢ can transmit at most one packet towards the
ring. On these basis, we provide three transition probabilities to

W(b).

i) Transition probability from 7, 1y t0 7y

When no packets arrive at node ¢ and the slot is available
for node 1, the queue length varies from b + 1 to b. The
probability that the slot is available is derived from the sum
of the probability that the slot received by node i is free
and the probability that node 7 receives the packet which
destines node ¢ under the condition that the slot is not free.
So, the transition probability from 7, 1) to 7y is given
by (1 - X)(1 -8+ 8p).
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ii) Transition probability from 7y to m()
The queue length at node i does not change. That is, 1)
no packets arrive at node % and the slot is not available for
node %, or 2) one packet newly arrives at node ¢ and the
packet in the head of its node buffer is transmitted into
the ring. So, the transition probability from ;) to 7(y) is
given by (1 — X\)(6 — Bp) + A(1 — B + Bp).

iii) Transition probability from 7_1) to m()
When one packet arrives at node ¢ and the slot is not avail-
able for node ¢, queue length varies from b — 1 to 6. So,
the transition probability from 7(,_1) to m() is given by
(B — Bp).
From the above transition probabilities, equations of state for
T(v) are given by (2) and satisfies (3).

{Q =X +21 -8+ 8p)}rw)
+(1 = XA = B+ Bp)p+1),
B - ﬁp)ﬂ-(b—l)

+{(1 = X)(B — Bp) + M1 = B+ Bp)}mp)

+(1 - AN1-p +ﬂp)7T(b+1), forl<b<B-1

forb=0

by =

A(B - Bp)Tp—1y + (B — Bp)mw), forb =B
@
B
2T =1 3)
b=0

In order to derive the probability that node 4 transmits a packet
toward the ring per slot, denoted by <, we take the following
four events into account.

A: The slot which node i is about to receive is occupied with
a packet.

B: The slot which node 4 is about to receive is not free, and
a packet in the slot destines node 1.

C: Node 7 has at least one packet in its node buffer.

D: One packet newly arrives at node 4.

We use the notation P,.(X), which means the probability that
event X occurs. Since 7oy means the probability that no packets
exists in node 3, P,(C) = 1 — m(g). Also, since packet arrival
process at each node is assumed to be a Bernoulli process with
parameter A, P.(D) = A

Node 7 can transmit a packet if the receiving slot is available
and there are at least one packet in its node buffer. -, is given
by {P-(A) + P,(BJA)P:(A)} - {P:(C) + Pr(D) - P(CND)}.
~:r 18 expressed as

{P.(A) + P.(B|A)P,(A)}

{P(C) +P,(D) — P.(CnD)}
{(1 = 8)+ BpH(1 — 7)) + A= (1 —m@)) - A}
{(1—8)+BpH1l —7my(1 — N} (4)

Yer

When the system is in the stationary state, it is regarded that
Yer 18 €qual to y,ec. From (1) and (4), m(p) is calculated as

_ 1-8
O T TN -6+ 6p)

&)

From (2), (3) and (5), we can obtain 3, whose value is be-
tween 0 and 1. Now, we show the reason why the value of
3 is between 0 and 1. First, we can find that using m(g),
mp) (1 < b < B) is expressed as the following equation.

wo={(725) (F5%)} 4
&) — 1—=X 1_ﬂ+ﬁp (0)»

for1 <b< B,

Q)

where A is a coefficient whose valueis 1 — A if 6 = B, or 1 if
b # B. By substituting (6) for (3), we can obtain the following
equation.

2 A B—pp \\
o E{(25) (2525 Aot o

We denote left part of (7) by f(3). When § = 0, or f(3) =0,
we obtain m(g) = 1/(1—=X),and my = 0forl < b < B. Then,

10y =

1-Ax

Also, when 8 = 1, we can obtain wgy = 0. So, f(1) = -1 <
0. Therefore, f(3) has a solution satisfied with 0 < 3 < 1.

After obtaining 5 and T(0), W can calculate the total through-
put I, which is defined as the mean number of packets transmit-
ted into the ring per slot. I' is given by

I'=N-y,. ®)

Also, the mean queue length at node ¢, denoted as L, is ex-

pressed as
B
L= Z b 7T(b)°
b=1

The duration from the time that a packet arrives at a node
until it is transmitted from the head of its node buffer is defined
as mean access delay, 1. By applying Little’s formula, W is
obtained as I

W=—.
Yir

The current evolution of wire-line LAN and MAN is towards
high-speed Ethernet, which is standardized as the IEEE802.3z
or IEEE802.3ae standards. The MAC protocol that we deal with
in this paper is applied to the ring with high-speed Ethernet, and
is able to support fair access among nodes. The main objective
in this paper is to clarify performance of MAC protocol with
multiple self-tokens in a slotted ring by an approximate discrete-
time Markov chain model. We will make a comparison of our
analytical model and computer simulation model in Section V,
and show that our analytical and computer simulated approaches
provide similar forecasts, and our analytical approach is valid
for providing performance of MAC protocol with multiple self-
tokens in a slotted ring. Furthermore, WDM technology is re-
ceiving recent attention because of its efficient use of bandwidth
of optical fiber. Several MAC protocols have been proposed

®

(10)
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for WDM ring networks [11]-[13]. Our analysis can be useful
and applicable to an approximate analysis for MAC protocols in
the current and future WDM rings with optical add/drop multi-
plexer(OADM) and optical cross connect(OXC).

IV. ADAPTIVE MAC PROTOCOL UNDER
NON-UNIFORM TRAFFIC

When heavy load nodes continuously hold the transmission
channel for a long time, or under non-uniform traffic, a through-
put unfairness occurs. In such a situation, as the amount of self-
tokens becomes large, most of the slots becomes occupied with
packets transmitted by some nodes. Under non-uniform traffic,
the amount of self-tokens should be dynamically allocated in or-
der to achieve throughput fairness. In this section, we propose
an adaptive MAC protocol for a slotted ring network under non-
uniform traffic.

In the proposed adaptive MAC protocol, we define the dura-
tion of R time slot as a round, and we focus on the behavior of
node ¢ in round k. The following notations are used.

T;(k): The number of self-tokens which node 7 can use during
round k.

T;: The number of self-tokens in node ¢’s self-token buffer.

X;: The number of packets transmitted by node ¢ during each
round.

X:r,: The threshold for determining 7;(k + 1) at the end of
round k.

At the beginning of each round, the values of T; and X; are
set to 7;(k) and zero, respectively. When node ¢ transmits a
packet into the ring at a time slot, the value of T; is decreased
by one, and X is increased by one. Also, if node ¢’s self-token
comes back to node ¢ from the ring, 7; is increased by one.

Suppose that node 4 is about to receive the slot from the ring
at the beginning of a time slot. Node ¢ can transmit a packet into
the ring if all following conditions are satisfied.

e The receiving slot is available.
e Node 7 has at least one packet in the node buffer.
e T; is more than or equal to one.

In the proposed adaptive MAC protocol, node ¢ compares X;
with Xy, at the end of round k. T;(k + 1) is determined as
follows.

)X, < Xep, Ti(k+ 1) =Ti(k) + 1.
i) ¥ X; > Xen, Ti(k+1) =T (k) — 1.

After that, before round & + 1 starts, the values of T; and X;
are reset to 7;(k + 1) and zero, respectively.

Thus, in our proposed protocol the amount of self-tokens dy-
namically varies based on the number of packets transmitted
during a round. So, the proposed protocol creates the situation
where a node does not transmit a packet into the ring due to lack
of a self-token, even though the node has some packets in its
node buffer. That is, our proposed protocol can make free slots
in the ring for the nodes which have small opportunity to trans-
mit a packet. Therefore, the proposed protocol can achieve the
throughput fairness even under non-uniform traffic.

Generally, the threshold-based mechanism causes total sys-
tem throughput degradation. One way to increase total system
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Fig. 3. Throughput versus arrival rate(IN = 186).

throughput is to determine the threshold dynamically. However,
since the slots in the ring are occupied with packets transmit-
ted by some nodes, it is a disadvantage that the fairness per-
formance dramatically degrades. Also, for an adaptive control
of the threshold, each node has to get information about other
nodes’ throughputs. On the other hand, the threshold-based
mechanism can achieve fair access to the ring without any infor-
mation about other nodes’ throughputs, while the total system
throughput degrades a little. Therefore, we use the threshold-
based mechanism in this paper.

V. NUMERICAL RESULTS

A. Under Uniform Traffic

First, in order to clarify the accuracy of the analytical model
described in Section III, we compare results of the analytical
model with those of a computer simulation model under uniform
traffic. The length of the ring is dozens of kilometers. It is
assumed that the fixed packet length is 10* bits, and the fixed
aggregate transmission rate is 10 Gbps.

Fig. 3 shows the total throughput versus the packet arrival rate
by the analytical model. This shows that, as B becomes large,
the total throughput reaches the maximum throughput sooner.
Also, we can see from Fig. 3 that the throughput converges be-
low A - N. The reason is that, when X is sufficiently large, the
slots in the ring are always occupied with packets. So, a node
can transmit a packet when the packet in the receiving slot des-
tines itself. That is, the total throughput is given by p - N=2.
Therefore, the total throughput is given by min {\ - N,p- N}.
In this paper, B = 40 is used in the following figures.

Fig. 4 shows the mean access delay versus the total through-
put for the number of self-tokens in the case of S = 32. Lines
and plots indicate results of an analytical model and a simula-
tion model, respectively. N = 16 and B = 40 are set. When
T becomes large, computer simulated results approaches ana-
Iytical ones, and tendency of the analytical results are consis-
tent with that of the computer simulated ones. Therefore, we
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Fig. 5. Mean access delay versus total throughput for the number of
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can show both propriety of approximate analytical model and
validation of computer simulation results. In this regard, the
analytical results are not completely consistent with that of the
computer simulated ones. The reason for this is: In our analy-
sis, it is assumed that the content of the slot received by a node
are independent of the queue length at the node [3]. That is,
it is regarded that the contents of the slot received by a node
does not depend on the past behavior of the node. On the other
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Fig. 6. Total throughput versus the number of self-tokens for the number
of slots( N =16, B = 40, A = 0.15).

Analysis | N
16
—--= |32
— | 64
200 ; .
S =64 :
z
Z] A=0.15 '
[ .
= i
= i
3 100} ' b
) |
o 1
Q -
Q |
Q .
3 .
=1 |
ﬂ ]
< [
- |
'I
0 e
0.00 0.05 0.10 0.15

Packet arrival probability per node A

Fig. 7. Mean access delay versus the packet arrival probability with
respect to the number of nodes(S = 64, B = 40, A = 0.15).

hand, in the computer simulated model, all behaviors of nodes
are simulated. Therefore, in these cases analytical results are not
consistent with computer simulated ones.

Fig. 5 shows the mean access delay versus the total through-
put for the number of self-tokens in the case of S§ = 64. Lines
and plots indicate results of an analytical model and a simulation
model, respectively. N = 16 and B = 40 are set. In the figure,
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Fig. 8. Throughput per node under non-uniform traffic. (N = 16, S
32, T = 10, B = 40): (a) Conventional, (b) proposed(R
32, Xy, = 4), (c) proposed(R = 64, X, = 8), (d) proposed(R =
96, X35 = 12).

as T becomes large, the mean access delay becomes small for
any total throughput I". This is because, with increasing T", the
probability that a node cannot transmit a packet due to lack of a
self-token becomes small.

Fig. 6 shows the throughput versus the number of self-tokens
for the number of slots. N = 16, B = 40, and A = 0.15 are set.
The results show that the appropriate number of self-tokens for
the value of S should be set, so that the maximum throughput is
achieved. For example, 1" should be set to at least about ten and
fifteen in the case of S = 32 and 5 = 64, respectively.

Fig. 7 shows the mean access delay versus the packet arrival
probability with respect to the number of nodes by our analyti-
cal model. In the figure, as N becomes large, the value of the
packet arrival probability A enough to achieve the maximum to-
tal throughput becomes small. This is because as N is large, the
total number of arrival packets in a time slot becomes large for
any A.

B. Under Non-Uniform Traffic

Next, we compare the results of the proposed protocol shown
in Section IV with those of the conventional protocol [10] un-
der non-uniform traffic by computer simulations. In the conven-
tional protocol, the number of self-tokens is varied dynamically
based on the duration which it takes for a self-token to round
the ring. In both protocols, N = 16 and B = 40 are set. In
a non-uniform traffic scenario [10],the packets arriving at node
(¢ # 15) are not destined for node 15, and equally destined for
node j(i # j). The packets arriving at node 15 are equally des-
tined for node j(j # 15). Under this traffic, node 15 has less op-
portunity to transmit a packet, but the throughput fairness needs
to be achieved.

Fig. 8 shows the throughput per node under non-uniform traf-
fic by computer simulations. In all graphs, N = 16, § = 32,
T =10, and A = 0.2 are set. Also, in the Fig. 9(b), (¢), and (d),
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/N, ie., Xy, is in proportional
to R. The reason is as fo low.fX¢4 18 constant for any R, as
R increases, throughputs o de except for node 15 become
small due to lack of a self-token.” In such a situation, although
the throughput of node 15 is almost identical for each value of
R, the total throughput becomes small. Therefore, Xy, is in pro-
portional to & in this paper. In the conventional protocol shown
in Fig. 8(a), the throughput of node 15 is much smaller than
those of other nodes. The reason is as follows. In a slotted ring,
a duration which it takes for a self-token to round the ring is al-
ways constant. That is, in the conventional protocol, the number
of self-tokens dynamically varies in the slotted ring. Under the
condition, the slots in the ring are almost occupied with packets
for high load, and a node can transmit a packet when the receiv-
ing slot is free, or the packet in the receiving slot destines itself.
Since node 15 does not receive any packets, it has less opportu-
nity to transmit a packet. Therefore, the throughput of node 15
is much smaller than those of other nodes. On the other hand, in
the proposed protocol shown in Fig. 8(b) and (c), the throughput
of node 15 is almost the same as those of other nodes. This is
because in the proposed protocol, a node compares the number
of transmitted packets within a round with threshold X, while
the number of self-tokens, which the node can use during a next
round, dynamically varies. That makes free slots in the ring,
and gives node 15 an opportunity to transmit a packet toward
the ring. On the other hand, when R = 96 is set in the proposed
protocol shown in Fig. 8(d), the throughput of node 15 is rather
smaller than those of other nodes. In this case, an appropriate
value of R should be set.

the values of X, /R are g

Fig. 9 shows the throughput per node under non-uniform traf-
fic in the case of S = 64 by computer simulations. In all graphs,
S =64,T = 14, and A = 0.2 are set. Also, from the figure,
we can find that in the case R = 64, the proposed protocol has
a better performance with respect to the throughput per node.
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As R becomes large, X, beons#5 large, thus the throughput of
node 15 becomes small. Since the number of self-tokens at each
node becomes large with increasing X, the nodes except for
node 15 have more opportunities to transmit a packet within R
time slots, and the probability that node 15 can receive free slots
from the ring becomes small. Therefore, the throughput of node
15 is small with increasing R.

Fig. 10 shows the mean access delay versus the total through-
put under non-uniform traffic by computer simulations. The
maximum throughput of the proposed protocol is smaller than
that of the conventional one. This is because in the proposed
protocol, a node might miss the opportunity to transmit a packet
due to lack of a self-token. However, when B = 64 is set,
the proposed protocol can achieve much better fair access than
the conventional one with a little degradation of the delay-
throughput performance. In this paper, the main objective of the
proposed protocol is to equalize throughputs among nodes as
fair as possible even under non-uniform traffic. From this point
of view, our proposed protocol is effective for non-uniform traf-
fic.

VI. CONCLUSION

In this paper, we presented an analytical method for evalu-
ating the delay-throughput performance for the MAC protocol
with multiple self-tokens in a slotted ring under uniform traffic.
Analytical results have the similar trend to computer simulated
ones.

Furthermore, in order to achieve the throughput fairness un-
der non-uniform traffic in a slotted ring, we proposed an adap-
tive MAC protocol in which the amount of self-tokens dynami-
cally varies, based on the number of packets transmitted within

a specified period. From computer simulated results, it is shown
that our proposed protocol can achieve the throughput faimess
under non-uniform traffic.

APPENDIX

We derive the expression ‘p = 2/N’ [3]. Suppose that node
1 is about to receive the slot from the ring. p is the probability
that a node removes a packet from the receiving slot under the
condition that the receiving slot is not free. Now, we consider
the following two events in a symmetric slotted ring with N
nodes.
A: There is a packet in the slot received by node 0.
B: The packet in the slot received by node 0 destines node 0.
The throughput v, which indicates the number of packets re-
ceived by a node per slot, is given by

v=P.(ANB),

where P, (X) means the probability that event X occurs.

We denote by v* the sum of throughput in node 0 and the
average number of packets passing through node O per slot. In
other words, v* = P,.(A). We assume that traffic generated by a
node is equally distributed toward other nodes. Recall a slotted
ring shown in Fig.1. When the packet in the slot received by
node 0 comes from node i(¢ 5 0), the probability that the packet
destines node 0 is N — ¢/(N — 1). Then, ¥* is given by the
following equation.

N-1

. N~i N
T=T 2;1 N-1 2=
Therefore, we obtain
_ _P(ANB) 2
ACKNOWLEDGMENTS

This work is partly supported by Keio University 21st Cen-
tury COE program on “Optical and Electronic Device for Ac-
cess Network” and Grant-in-Aid for Scientific Research of
JSPS.

REFERENCES

[1] F E. Ross, “An overview of FDDI: The fiber distributed data interface,”
IEEE J. Select. Areas Commun., vol. 7, pp. 10431051, Sept. 1989.

[21 M. A. Marsan et al., “Modeling slotted WDM rings with discrete-time
Markovian models,” Computer Networks, vol. 32, pp. 599~615, 2000.

{31 G. Yamazaki ef al., “Performance analysis of a slotted ring LAN by a
single-buffer model,” Electronics-and-Communications-in-Japan,-Part-1-
(Communications), vol. 77, no. 5, pp. 1-11, May 1994,

[4] I Cidon and Y. Ofek, “MetaRing-A full-duplex ring with fairness and spa-
tial reuse,” IEEE Trans. Commun., vol. 41, no. 1, pp. 110-120, Jan. 1993.

[5] K. Imai er al., “ATMR: Asynchronous transfer mode ring protocol,”
Computer Networks and ISDN Systems, vol. 26, no. 6-8, pp. 785-798,
Mar. 1994,

[6] M. Zafirovic-Vukotic and 1. G. Niemegeers, “Waiting time estimates in
symmetric ATM-oriented rings with the destination release of used slots,”
IEEE/ACM Trans. Networking, vol. 7, no. 2, pp. 251-261, Apr. 1999.



SAKUTA AND SASASE: APPROXIMATE ANALYSIS OF MAC PROTOCOL...

{71

(8]

9]

[10]

(11]

[12]

[13]

(14}

T. Meuser, “Enhancement of the CRMA-II protocol by distributed mark-
ing,” in Proc. EFOC&Networks'94, pp. 129-132, Basel, Switzerland,
1994.

M. A. Marsan, C. Casetti, and F. Neri, “The fairness issue in the CRMA-IT
MAC protocol,” Computer Networks and ISDN Systems, vol. 29, pp. 653—
673, 1997.

K. Tanno et al., “Performance evaluation of high-speed self-token ring
LAN,” in Proc. the 1994 International Symposium on Parallel Architec-
tures, Algorithms and Networks(ISPAN), Los Alamitos, USA, pp. 294~
301, 1994.

A. Koyama, K. Tanno, and S. Noguchi, “An adaptive ring priority self-
token protocol for high-speed LANs,” Trans. Inform. Processing Society
of Japan, vol. 37, no. 5, pp. 790-799, Mar. 1996 (in Japanese).

J. Fransson et al., “Design of a medium access control protocol for a
WDMA/TDMA photonic ring network,” in Proc. IEEE Globecom’98,
pp. 307-312, Sydney, Australia, Nov. 1998.

M. A. Marsan et al., “MAC protocols and fairness control in WDM mul-
tiring with tunable transmitters and fixed receivers,” IEEE J. Select. Areas
Commun., vol. 14, no. 6, June 1996.

A. E. Kamal and G. K. Janssens, “Design, performance and wavelength
assignment of a wavelength division multiaccess protocol for optical fibre
ring networks,” Computer Networks, vol. 31, pp. 2391-2410, 1999.

A. Narula-Tam and E. Modiano, “Dynamic load balancing in WDM packet
networks with and without wavelength conversion,” IEFEE J. Select. Areas
Commun., vol. 18, no. 10, pp. 1972~1979, Oct. 2000.

Makoto Sakuta received the B.E. and M.E. degrees
in Electrical Engineering from Keio University, Yoko-
hama, Japan in 1999 and 2001, respectively. Currently
he is studying toward the Ph.D. degree in the De-
partment of Information and Computer Science, Keio
University. He is mainly engaged in research on com-
munication networks. He received 2000 TAF Telecom
System Technology Student Award. He is a student
member of IEEE.

257

Iwao Sasase received the B.E., M.E., and Ph.D. de-
grees in Electrical Engineering from Keio University
in 1979, 1981 and 1984, respectively. From 1984 to
1986, he was a Post Doctoral Fellow and Lecturer
of Electrical Engineering at University of Ottawa,
Canada. He is now a Professor of Information and
Computer Science, at Keio University, Japan. His re-
search interest include modulation and coding, satel-
lite communications, optical communications, com-
munication networks and information theory. He pub-
lished more than 160 journal papers and 250 interna-
tional conference papers. He received 1984 IEEE Communication Society Stu-
dent Paper Award (Region 10),1986 Inoue Research Award, 1988 Hiroshi Ando
Memorial Young Engineer Award, and 1988 Shinohara Memorial Young En-
gineer Award, and 1996 IEICE Switching System Technical Group Best Paper
Award. He is a senior member of IEEE, a member of the Institute of Elec-
tronics, Information and Communication Engineers (IEICE), Japan, Informa-
tion Processing Society of Japan, and the Society of Information Theory and Its
Applications (SITA), Japan.




