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The Effect of Induced Multipoles on the Fifth-order Raman Response
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In our previous work we developed the Finite Field method in order to calculate the fifth-order Raman 
response. The method was applied to calculate various polarization components of the two-dimensional 
response of liquid CS2. So far, all calculations relied on the dipole-induced dipole. Accurate time-dependent 
density functional theory calculations have shown that this model has big discrepancies, when molecules are 
close together as in the liquid. We now report results of investigations on the importance of multipole and 
electron overlap effects on the polarizability and the fifth-order Raman response. It is shown that these collision 
effects, especially the induced multipoles, are crucial in the description of the fifth-order response. The impact 
is found to be especially pronounced for the £▲ zzzz response that is solely due to interaction induced effects. 
The calculated response will be compared with various experimental results.
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Introduction

Many chemical reactions take place in the liquid phase 
and these reactions are highly influenced by the dynamics of 
the solvent. Therefore the dynamics of liquids have been 
studied extensively experimentally applying, for example, 
third-order time resolved Raman techniques.1-6 In the last 
decade substantial efforts have been made in order to 
measure,7-15 model16-23 and calculate24-41 the fifth-order Raman 
response suggested by Tanimura and Mukamel.16 Spectros
copies relying on this response should be able to distinguish 
between different relaxation mechanisms, which the lower 
order techniques cannot. Furthermore, the fifth-order response 
is also sensitive to mode coupling17-19 and anharmonicities.

The fifth-order response has shown to be a great challenge 
to measure. In these experiments the sample is first pumped 
by a pair of laser pulses. After a time delay t1 two mixing 
pulses are applied and finally after a second time delay t2 a 
probe pulse is applied and the fifth-order signal measured. 
So far only measurements have been performed on liquid 
carbon disulfide that has a large anisotropy in the molecular 
polarizability. This leads to a very strong anisotropic third- 
order Raman response arising from the orientational motion. 
Unfortunately this strong third-order response leads to serve 
contamination with so called cascaded response in the fifth
order measurements.10,39 These cascaded processes consists 
of two third-order processes taking place at two different 
places in the liquid where the signal from one of these 
processes acts as a pump or probe pulse in the other process. 
Since these cascaded processes arise from the exact same 
electric field sequence as the true fifth-order response they 
have the same overall phasematching conditions,10 making 
them extremely difficult to suppress. Heterodyne detection 
techniques11,15 and multi-color experiments12-14 have been 
applied in order to overcome these problems.

The third- and fifth-order Raman responses are, however, 

not only due to the single molecule reorientational motion. 
Since the molecules in a liquid are closely packed and con
stantly touch each other interaction induced polarizabilities 
play an important role. These polarizabilities arise when 
local fields are generated so the molecules do not only feel 
the macroscopic field in the sample arising from the applied 
laser fields, but also fields generated from dipoles induced 
on all the other molecules in the surrounding.42,43 This 
means that intermolecular motion also changes the overall 
polarizability and that a response will also arise from the 
intermolecular motion. The polarizability is thus really a 
molecular property and in a true liquid we ought to consider 
its macroscopic counterpart, the susceptibility.44

Real molecules are not just point like polarizabilities 
giving rise to point dipoles. The molecular polarizability is 
an electronic property and the electrons are spread out all 
over the molecule. This give rise to multipole effects on the 
susceptibility since for example in carbon disulfide most of 
the electrons are located on the sulfur atoms. Since the 
electrons are not located at the atomic centers, but rather 
spread out in a cloud around these the susceptibility is also 
affected by overlapping electron clouds of neighbouring 
molecules.43,45,46 In previous work we investigated these 
effects in the interaction between carbon disulfide molecules 
and their impact on the third-order response.47 Both effects 
from the dipole-induced dipole effect and the induced 
multipole effects, where found to affect the third-order 
response. In dimers the polarizability at short ranges as those 
found in the first solvation shell in carbon disulfide the 
electron cloud overlap effects were also found to be signifi
cant, while their effect on the third-order response were less 
pronounced. In similar investigations on liquid xenon the 
effects of the electron cloud overlap on the third-order 
response was, however, found to be quite significant.48

Various methods exists to calculate the fifth-order Raman 
response from molecular dynamics simulations. These methods 
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can be divided into two types, those approximating the 
motion in some way before calculating the response and 
those taking the full motion into account. Normal mode 
approaches,24-28,34-37 mode coupling methods29-33 and the GLE 
approach38 all belong to the first type and their success depends 
on whether the dynamic information they exclude is superfluous 
or not. The time correlation function method25,26,28 and the 
finite field method39,40 on the other hand both take all motion 
into account. The first of these methods is an equilibrium 
method that allows the calculation of any imaginable 
response depending on the molecular motion, whereas the 
second method is a non-equilibrium simulation of one 
specific experiment. The later method has the advantage that 
it is much faster than the first, because it is only taking the 
dynamic information into account that is needed in order to 
treat the specified experiment of interest. This corresponds 
to propagating one single vector of the so called stability 
matrix,24,39,40,49 while the full stability matrix is propagated 
in the time correlation function method.

In the following section the models used in order to 
calculate the susceptibility are described. In section the 
molecular dynamics simulations are described. The results 
are presented in section together with a discussion. Finally in 
section the conclusions are presented.

Modeling the Susceptibility

The first-order susceptibility will be approximated by a 
hierarchy of models, where each model includes the inter
action induced effects on a different level of complexity. The 
molecular model (MOL) only accounts for the contributions 
from single molecule polarizabilities.39 Local fields generated 
by induced dipoles on neighboring molecules are taken into 
account in the dipole-induced dipole model (DID). In most 
theoretical studies this model has been applied.24,28,40,42 The 
extended structure of the molecules is accounted for by 
using a model with atomic polarizabilities (POL) instead of 
molecular ones. Similar models have been used in other 
studies of the third- and fifth-order Raman response.35,50,51

The effect of overlapping electron clouds is taken into 
account in an approximate way by using the direct reaction 
field model (DRF).43,46 In this model a set of screening 
functions damp the interaction as the atoms start overlapp
ing, assuming that the electron clouds are well described by 
exponentially decaying densities.

The decay rate for the electron cloud and the atomic 
polarizabilities in the DRF model were chosen to exactly 
reproduce the two components of the dipole polarizability of 
a single molecule. They were optimized in order to give as 
good agreement with time-dependent density functional theory 
(TDDFT) calculations on various dimers.47 The two compo
nents of dipole-octupole polarizability, which is the first 
non-vanishing multipole polarizability was also calculated 
using TDDFT and can be compared to the one obtained for 
a single molecule in the DRF model. The isotropic 
polarizability used for carbon disulfide is 8.95 A3, and the 
anisotropic polarizability is 10.05 A3. The dipole-octupole 

polarizabilties found with the TDDFT for the two compo
nents a and a c using the notation of Stone52 were 53.03 
A5 and 29.29 A5 respectively. These dipole-octupole 
polarizabilities are found to be 81.53 A5 and 30.93 A5 in the 
DRF model applied. All these models and calculations have 
been described more thoroughly in our earlier paper consid
ering the effects in the third-order Raman response.47

In order to interpret the two-dimensional spectra the 
response have been calculated using these four different 
models and comparing the results allows to examine the 
origin of the fifth-order response.

Simulations

The finite field method39-41 was used in order to calculate 
the fifth-order response. A simulation box containing 64 
carbon disulfide molecules was used. Compared to earlier 
calculations with 256 molecules employing the DID method 
no significant change was observed when we limited 
ourselves to using 64 molecules. Because the simulation box 
is much smaller than the wavelength of the laser light 
the simulations are on a microscopic level not taking the 
wave-vectors (k) into account. The simulations can 
therefore be seen to be performed at perfect phase matching 
conditions and the different kinds of response are separated 
depending on, how they scale with the strength of the laser 
fields. Cascaded processes are, however, never introduced in 
the calculations since the intermediate fields are not 
included.

In the calculations a simple Lennart-Jones force field 
optimized to give the correct thermodynamical properties 
was used.53 The isothermal-isobaric ensemble was employed 
at 298 K and 1 bar using the procedures by Berendsen et 
al.54 Calculations with a constant energy instead of temper
ature did not show any difference and when varying the time 
constant in the pressure conserving scheme no changes in 
the response was observed in test calculations along the t2 

axis. The used timesteps in the integration was 10 fs and the 
carbon disulfide molecules were kept rigid. In order to 
collect sufficient statistical data the response was calculated 
using 4000 different starting configurations and the response 
was calculated for t1 and t2 between 0 and 600 fs with a 20 fs 
resolution. In the calculations with the DRF model a laser 
field strength of 1.915 V/A, while a slightly lower value of 
1.724 V/A was used for the MOL, DID and POL models. In 
the case of DID only 2000 different starting configurations 
were needed. All responses were investigated in a broad 
range of laser field strengths in order to ensure both a good 
signal to (numerical) noise ratio and avoid contamination 
with higher-order Raman processes.

These conditions were used in order to calculated the 
%ZZZzzz and《Rmzzzz responses, where z denotes a polarization 
of the individual laser field along the z-axis while m denotes 
a polarization along an axis forming the magic angle of 54.7o 
with the z-axis. In the 分盐zzzz response this is equivalent 
with first pumping with z polarized lasers, waiting the delay 
time t1 and then pumping again with z polarized lasers and 
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then finally after the second delay time measuring the effect 
on the isotropic susceptibility.

Results and Discussion

In Figure 1 and 2 the 必?盘 and 元盐zzzz responses are 
clinixm rpcnpctiA/pIv v(5) LcrrmcrgiTf fh。mcldnlws丄丄ownrespecuveiy.丄 or me Xzzzzzz comiponeni memioiecuar 
response (MOL) depending only on the reorientational 
motion stretches somewhat out along the t2-axis. The response 
including dipole-induced dipole interaction between the 
molecules and hence containing contributions from the 
intermolecular motion is much more symmetric along the 
two time axes. The response including the induced multipoles 
(POL) is again more stretched out along the t2-axis. This is 
probably partially because the dipole-induced dipole model 
overestimates the interaction-induced effects. Including the 
electron overlap effect (DRF) changes the response only 
slightly.

The Xmmzzzz response component is especially interesting 
since the change in the isotropic susceptibility is measured 
as explained in the end of last section. This means that the 
single molecule reorientation does not contribute to the 
spectrum and the (MOL) response vanishes. Therefore only 
the DID, POL and DRF responses are shown in Figure 2. 

This component therefore offers a unique opportunity to 
investigate the interaction-induced effects. The dipole- 
induced dipole response is found to be rather symmetrical in 
the two time coordinates just as for the xz5；)zzz component. 
When the induced multipoles (POL) are included the 
response changes significantly and becomes a ridge along 
the t2 axis, however, a small peak is still observed. Including 
the electron cloud overlap the ridge is preserved, but the little 
peak is further diminished.

From the above observations we can conclude that several 
different kinds of motion contribute to the response. The 
liquid motion does not depend on which susceptibility 
model is used, but which motion contributes and with what 
strength is determined by the susceptibility model. First a 
contribution from the pure molecular reorientation is found. 
Further two different kinds of response involving inter 
molecular motion are observed. One giving rise to the peak 
like structure observed when the DID is used and another 
giving rise to the ridge like structure that is observed, when 
the POL and DRF models are used. It will be interesting to 
do further investigation of the origin of these two last kinds 
of response.

Several experiments have been performed on the X果zzz 

response. Different results have been reported. In the

Figure 1. The all polarized two-dimensional Raman response X^zz zzz in the MOL, POL, DID and DRF models. The time is given in fs.
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Figure 2. The 分註zzzz two-dimensional Raman response in the DID, POL and DRF models, where m denotes the magic angle compared to 
the z-axis. The time is given in fs.

complicated multi-color experiments reported by Kubarych 
et al.12-14,55,56 a clear ridge along the t2-axis was found. The 
time evolution of this ridge agree well with our observations. 
On the other hand Kaufman et al.15 reported a node on the 坛 
axis, which is not consistent with our observations. On the 
other hand these experiments are backed up by calculations 
performed by Saito et al.28 There can, however, only be one 
correct experimental response and theoretical calculations 
under the same conditions should give the same result. This 
problem should therefore be resolved.

There are, however, several differences between our 
calculations and the calculations performed by Saito and 
Ohmine,28 who used the NVE (microcanonical) ensemble at 
a temperature around 270 K.57 They used the time correlation 
function method and only 32 molecules. Further their 
calculations only included the DID model and their results 
should be compared with our DID results. The node they 
reported arose already in the single molecule reorientational 
response, but we observe no nodes in any susceptibility 
model. The low temperature or the ensemble they use could 
maybe result in the observed nodes. To explain this theoretical 
inconsistency the simulations should be performed at the 
exact same conditions and preferably at conditions as close 
as possible to those found in the experiments.

In order to solve the experimental controversy an agreement 
between the theoretical results would certainly help. On the 
other hand performing experiments on other liquids could 
also provide help. Since the molecular anisotropy in the 
polarizability of carbon disulfide is so large the response 
from this liquid is also very strong as noted in the intro
duction. This has been the most important reason to use this 
liquid. On the other hand this has also resulted in problems 
with intense cascading response and since the cascading 
response involve four Raman events and the true fifth-order 
response involve only three. Therefore, the cascading response 
will disappear faster than the true fifth-order response, when 
the polarizablity fluctuations in the liquid are lowered. 
Therefore, the problems with cascading processes can be 
expected to be smaller in other liquids than carbon disulfide. 
When the polarizability fluctuations are lower the intensity 
of the fifth-order signal will of course also be lower and this 

may present a problem with the signal to noise ratio in the 
experiments. Liquids like xenon, benzene and carbon tetra
chloride could be candidates for new experiments.

Conclusions

It was demonstrated that both induced multipole effects 
and electron overlap effects are very important in the fifth
order response of liquid carbon disulfide. The different 
models applied reveal contributions from different kinds of 
motion which should be studied more carefully. The calculated 
X^zzz response was found to be in good agreement with the 
experimental observations by Kubarych et al.12-14,55,56 The 
smaller deviations might very well arise because the Lennart- 
Jones force field we use is too simple. The fifth-order Raman 
response might therefore show to be a sensitive tool to 
investigate both interaction induced effects and intermolecular 
forces and motion in the liquid phase. This will of course 
require that consensus is reached about which of the different 
experiments reveal the true fifth-order Raman response.

Still further research should be performed in order to get a 
deeper understanding of the fifth-order Raman response of 
liquid carbon disulfide and allow a clear interpretation of the 
spectra.
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