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The rapid growth of e-commerce has made both companies and customers face a new situation.
Whereas companies have become to be harder to survive due to more and more competitions, the opportunity
for customers to choose among more and more products has increased. So, the recommender systems that
recommend suitable products to the customer have an important position in E-commerce. This research
introduces collaborative filtering based recommender system which helps customers find the products they
would like to purchase by producing a list of top-N recommended products. The suggested methodology is
based on decision tree, product taxonomy, and association rule mining. Decision tree is used to select target
customers, who have high possibility of purchasing recommended products.

We applied the recommender system to a Korean department store. The methodology is evaluated with
the analysis of a real department store case and is compared with other methodologies.

Key words: Recommendation system, Personalization, Collaborative filtering, Association Rule Mining,

Decision Tree, Data Mining

1. Introduction

E-commerce has been growing rapidly,
keeping the pace with the web. However, its rapid
growth has made both companies and customers
face a new situation. Whereas companies have
become to be harder to survive due to more and

more competitions, the opportunity for customers

to choose among more and more products has
increased(Kim, et al., 2000; Schafer, et al., 2001).
As a result, the need for new marketing strategies
such as one-to-one marketing, web personalization,
and customer relationship management(CRM) have
been stressed from researchers as well as from
practical affairs(Sarwar, et al., 2000; Mobasher, et

*o] A€ 200BdE ALgm A7 Ade] ekl o] 2olRS.

EEAISHEA|AMSIS=2X| HeA ®2& 20024 128 139



Jae Kyeong Kim - Ji Hae Suh - Do Hyun Ahn - Yoon Ho Cho

al., 2000; Berson, et al., 2000; Changchien & Lu,
2001; Yuan & Chang, 2001).

One solution to achieve these goals in
e-commerce is the use of recommender systems.
Recommender system is a personalized information
filtering technology used to help customers find the
products they would like to purchase by producing
a list of top-N recommended products for a given
customer. Several hybrid approaches that combined
content-based filtering and collaborative filtering
have been proposed currently(Cho et al., 2002).

Fab is a well-known hybrid content-based
collaborative systems for recommending web
pages(Balabanovic & Shoham, 1997). User profiles
based on the pages a user liked are maintained by
using content-based techniques. The profiles are
directly compared to determine similarity between
users in order to make collaborative filtering
predictions. GroupLens implements a hybrid
collaborative filtering systems for Usenet news that
support content-based "filterbots"(Sarwar, et al.,
1998) that evaluate and enter ratings for articles as
soon as they are published. Ptango(Claypool, et al.,
1999) combines content-based and collaborative
filtering for an online newspaper. The user profile
is made up of both explicit keyword entered by the
user and implicit keywords gathered by auto-
matically from articles. Lawrence, et al.(2001)
developed a personalized recommender system
designed to suggest new grocery products to
supermarket shoppers who use Personal Digital
Assistants(PDAs). Core of the system is a content-
based filtering that generates recommendations by

matching products to customers based on the ex-
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pected appeal of the product and the previous
spending of the customer. The system also applies

the collaborative filtering to two sources of

-information both to refine the content model and

to make recommendations.

But, there are common problems on existing
recommender systems. One problem is sparsity. In
practice, many commercial recommender systems
are used to evaluate large product sets(e.g.,
Amazon.com recommends books and Cdnow.com
recommends music albums). Another one is
scalability. All the recommender systems require
computation that grows with both the number of
customers and the number of products. With
millions of customers and products, a typical
web-based recommender system running existing
algorithms will suffer serious scalability problem
(Sarwar, et al., 2000).

In this study, we propose a new hybrid
methodology for personalized recommendations to
overcome above problems of existing systems. For
such a purpose, the suggested methodology is
based on collaborative filtering, decision tree,
product taxonomy, and association rule mining.
Decision tree is to select target customers, who
have high possibility of purchasing recommended
products. Product taxonomy is used to solve
scalability and sparsity. We applied the recom-
mender system to Korean department store. The
methodology is evaluated with the analysis of a

real Korean department store case.
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2. Backgrounds

2.1 Recommender Systems Using
Collaboerative Filtering

Collaborative filtering(CF) is known to be
the most successful recommender system tech-
nology, and used in many of the successful recom-
mender systems. CF systems recommend products
to the target customer based on the opinions of
other like-minded customers. These systems
employ statistical techniques to find a set of
customers known as neighbor who have a
similarity with the target user. When neighbor is
formed, these systems use several algorithms to
produce recommendations. In general, the entire
recommendation procedure of CF systems is
divided into sub-processes namely, representation
process, neighbor formation process, and recom-
mendation generation process(Sarwar, et al., 2000).

(1) Representation

In a typical CF-based recommender system,
the input data is a collection of historical purchasing
transaction of n customer on m products. It is
usually represented as an mXn customer-product
matrix, R, such that r;; is one if the i customer

purchased the jﬂ1 product, otherwise is zero.

(2) Neighbor Formation

The most important step in CF-based
recommender systems is that of computing the
similarity between customers. It is used to form a
proximity-based neighbor between the target

customer and a number of like-minded customers.
The neighbor formation process is the model-
building or learning process for a recommender
system algorithm. The main goal of neighbor
formation is to find, for each customer », an
ordered list of / customers M=[M,, M, ..., Mi] such
that sim(u, M;) is maximum, sim(u, M,) is the next
maximum and so on. The proximity between two
customers is usually measured using either the
Cosine measure or Pearson correlation measure.
Two measures are reported to give almost the same
performance(Lawrence, et al., 2001; Sawar, et al.,
1998). The following is the Pearson Correlation

formula for customer a, b,

2. - R)n - %)
corr, =
DI ADINC AL Vi

(3) Recommendation Generation

The final step of a CF-based recommender
system is to derive the fop-N recommendation
products from the neighbor. Product recom-
mendation is usually based on Most-frequent item
set and association rule mining. Most-frequent
item recommendation looks into the neighbor N
and scans through histher purchase data and
performs a frequency count of the products.
Association rule mining is the discovery of all
association rules higher than a user-specified

minimum support and minimum confidence

2.2 Recommender Systems Using
Association Rule Mining

Knowledge Discovery in Database (KDD) is
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interested in devising methods for making product
recommendation to customers based on different
techniques. One of the most commonly used data
mining techniques for E-commerce is finding
association rules between a set of co-purchased
products.

(1) Association Rule Mining

Association rule mining (Agrawal, et al.,
1993) is concemed with discovering association
rules between two sets of products. More formally,
let us denote a collection of m product P={P,,
P,,..., Pn}. A transaction TSP is defined to be a
set of products purchased together. An association
rule between two sets of products X, and Y, such
that X, YEP, XNY =, states that the presence
of products in a set X and transaction T indicates
a strong association with products from the set Y
which is also present in T. Such an association rule
is often denoted by X=Y.

The quality of association rules is commonly
evaluated by looking at support and confidence.
The support s of a rule measures the occurrence
frequency of the pattern in the rule. The confidence
¢ is the measurement of the strength of implication.
For a rule X=>Y, the support s, is measured by the
fraction of transactions that contains both X and Y,

number of transactions containing X Y

number of transactions

In other words, support value indicates that
s% of total transactions contain XUY. For a rule
X=Y, the confidence c, states that c¢% of
transactions that contain X also contain Y,
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number of transactions containing X UY

number of transactions X

More formally, confidence is nothing but the
conditional probability of seeing Y, given that we
have seen X. On association rule mining, it is
common to find rules that have support and
confidence higher than a user-defined minimum
threshold.

(2) Association rule Mining as a Product Class
Unit

Brand product unit based association rule
derives more specific and special information than
product class level based association rule. When
the number of rules higher than a predefined
threshold is a few, the minimum support is set to
be lower to find more rules. For researching strong
association rules, it must be conducted at class
level unit. Many algorithms are suggested to find
multi-level association rules, which may find more
beneficial rules than others (Agrawal, et al., 1993;
Han & Fu, 1999; Han & Kamber, 2001)..

(3) Generation of top N Recommendation Products

Association rules may be used to develop
top-N product recommendations in the following
way. First, we find the rules higher than a pre-
defined support value. Next, we sort these products
based on the confidence of the rules that were used
to predict them. Note that if a particular product
is predicted by multiple rules, we use the rule that
has the highest confidence value. Finally, we select
the N highest ranked products as the recom-
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mendation set.

2.3 Combining Collaborative Filtering
and Association Rule Mining

Lawrence, et al. (2001) proposed a per-
sonalized recommender system which combines
collaborative filtering and association rule mining,.
This study segments the customer group as similar
purchase history groups to recommend customer
preferable products to individual customer. By
using purchase history data, all customers are
divided by Spending Vector. Spending Vector of

customer C™ is defined as follows.
C™ =[C.,ChpiiC o C sl om=1,.. M.

Cns denotes frequency of product class s, M
is a total customer count, and S is product class
count. This Spending Vector is normalized as

following formula,

émz_..._c_""_

le Cos .

When clustering is finished, list of most
frequent purchase products is generated. This
product list is delivered to matching engine. This
matching engine performs to rank the product.
Also, matching engine reflects similarity of
spending vector and product vector, and gives a
score to each product. Association rule mining is
used as matching algorithm of matching engine to
find the association rule of product class.

About each product n, product vector P ©

is defined as follows,
PO =[PP, P" BV n=1,,N,

S (n) is defined as a product class of product #,
and C (s5) is defined as one level upper product
class of product class s. Then P.” is defined as

follows.
L0 ¢ if s=Sn).
1.0 : if S(m>s,
pn.{ 05 i if C(9=asw.

0.25 it AS(M) = C(s),

0.0  otherwise.

P means how much product » and product
class s are associated. Similarity score ¢ m» about
customer m and product n, is calculated by using
cosine coefficient of C*™ and P,

O = p,M , where p, = |:="
c P FM

o is a modulation factor, so it is used to
reflect the marketing condition like inventory
maintenance cost and profit. Product vector
generates it as a class unit. PM, is a profit margin
about product n and, PM, is a mean profit about
all products. Also is an empirical factor to control
the degree of effect.

3. Methodology

3.1 Product Recommendation

Product recommendation is a service that
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recommend proper product to the customer after
analyzing purchase behavior. Proper product
recommendation service can contribute to increase
purchase by suggesting profer products to the
customer. Product recommendation recommends
less than N different products to the customer
group purchasing more than P, less than P+I
products from the different product classes. From
this,
purchase the different class products more than 1.

the customer group can be induced to

For instance, product recommendation is presented
in Figure 1 in case of p=1, I=4, N=2.
A product taxonomy is practically repre-

sented as a tree form that classifies a set of
low-level product into higher-level, a more general
product. The leaves of the tree denote the product
instances, SKUs (Stock Keeping Units) in retail
jargon, and non-leaf nodes denote product classes
obtained by combining several lower-level nodes
into one parent node. The root node labeled by
Women's Product denotes one of the most general
product classes. Figure 2 shows an example of
such taxonomy for a department store, where
"Clothes", "Footwear",

sories" are classified into "Women's Product”, and

"Cosmetics", and "Acces-

SO on.

Customer Group who Purchase
Different Class Products more
than 1 less than 5 at present.

Recommend Product
less than 2

Customer Group who Purchase
Different Class Products
more than 1 in the future.

<Figure 1> Example of Product Recommendation

Women's Product

| Lovel 1
uterwear] [Pants] [Shits] ~ [Shoes| [Socks]  [Skincare|Perfumes|  Bags]  Peits] Wallets]; Lover2
/\ AN AN NAANN

Level 3

ocoCXw
(DO(::XO'A
o=-CXW0
WL CTXWM
oNCXOM
CDMC:xm
OGJC'XU)
cwcxn
OAC-X(O
(D#C:XU)

OnNC XYW

'ouvéxm
OO)(.._.X(D
CDO)C;XCD
oONCXw
o\:éxm
ocCRWM

cwcmm

ococ;xcn
0w xeo

<Figure 2> Example of Product Taxonomy
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The product taxonomy plays an important
role for data mining analysis because choosing the
higher levels of the product taxonomy may lead to
improve the results of the analysis (Berry & Linoff,
2000). Several terms related to the tree, such as
leaf node, non-leaf node, parent, child, ancestor,
descendant, etc., are used under their original
meaning. In Figure 2, "Outwear" is a non-reaf node
and "SKUOQQ" which is a leaf node, and at the same
time a descendant of "Clothes". A number called
level can be assigned to each node in the product
taxonomy. The level of the root node is zero, and
the level of other node is one plus the level of its
parent. Please note that a higher-level product class
has a smaller level number. The product taxonomy
of Figure 2 has four levels, referred to as level 0
(for root), 1,2 and 3. Before recommending pro-
duct, product class level is decided. Product class
level, level 2 in Figure 2, is an analyzing unit in
this study.

3.2 Procedure of Recommender System

The recommender system uses decision tree
technique to select target customer who has a
higher possibility of purchasing recommended
product. To recommend product efficiently, each
customer's preference about products is used.
Figure 3 shows an overall product recommendation

process.

3.2.1 Data Preparation

First, data collection is needed to perform
product recommendation. Data is prepared from

Step 1 : Data Preparation

!

Step 2 : Determinatiion of Target Customers

!

Step 3 : Mining Association Rules

!

Step 4 : Creation of Customer Preference Moddel

!

Step 5 : Product Recommedation

<Figure 3> The Procedure of Product
Recommendation

customer database, product database, and sales data-
base. Customer data is composed of demographic
data like age, sex, academic career, marriage, and
job, and psychology data like life style and
personality. Product data is composed of product
ID, product name, price, brand, and manufacturer.
Product data combined to sales data is used to
acquire sales frequency and brand preference. Sales
data is composed of customer ID, transaction 1D,
purchased date, and purchased product. Customer
behavior and customer value can be detected by
purchasing history from the sales data. These data
will be needed to perform association rule mining
and decision tree technique. From the sales data
(customer ID, transaction ID, purchase data, and
purchase product), product taxonomy is con-
structed.

3.2.2 Determination of Target
Customers

Our recommender system selects not all
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customers but customers with high a purchase
possibility, target customer. A target customer is
defined as the customer who purchases product
more than P and less than P+l from the different
classes till now.

To select target customer, this study uses
decision tree technique. Decision tree technique is
a powerful and popular tool for classification and
prediction. On this study, Decision tree is used to
classify the customer into target customers and the
other customers. Figure 4 shows the procedure of

decision tree to decide the target customer.

[ Step 1 : Divide the Sales Data l

¥

| Step 2 : Define the Target Customer ]

| Step 3 : Define the Target Variable

!

| Step 4 : Run the Decision Tree |

<Figure 4> The Procedure of Select Target
Customer

3.2.3 Mining Association Rules

Product database is used to enable the user
to find interesting patterns and trends in the data.
To mine association rules, product taxonomy is
needed first. On this study, product class unit (level
2 in Figure 2) is selected as an association rule
unit.

Second, after selecting association rule min-
ing unit, mining association rules is performed at
a product class unit. Purchased product class set of
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customer 'm’ is defined as Pursetn. Product class
set associated with purchasing product class
Purset,, is defined as AssoSet,. Conf(s) is a
confidence of association rule of product class s.
If there are many rules that have lots of results
about product class 's' and customer m, the rule
with the most high confidence is selected. Figure
5(a) shows example of discovery of association
rules and Figure 5(b) is an example of AssoSetn

about each customer m.

Product Association Rule

A=>C(0.8), A=>D(0.6), B=>E(0.8), B=>F(0.3),
C=>A07), C=>F(0.4)

(a) Product Association Rules

CID PurSetm AssoSetm

101 AE C(0.8), D(0.6)
103 B E(0.8), F(0.3)
112 BCE A7), F(0.4)
117 BD E0.8), F(0.3)

(b) The Example of AssoSety

<Figure 5> Association Rules and Association
Rule Set

Third, product affinity matrix is made based
on product association rules of each customer.
Table 1 shows an example of product affinity
matrix.

3.2.4 Creation of Customer Preference
Model

A customer preference model measures
customer's preference toward products through the

analysis of purchase data. Customer preference
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<Table 1> Product Affinity Matrix

A B C D E F
1 08 | 06

0.7 1 04

Mmool |®w|>

matrix is made from the purchase data, because
customer preference is based on the number of
transactions of product purchase of each customer.
Table 2 shows an example of customer preference
matrix.

<Table 2> Customer Preference Matrix

Cb| A B C D E F

101 3 0 1 1 5 1

108 | 4 1 2 2 0 0

12 1 7 0 2 0 5

"7 | 6 0 4 3 3 0

3.2.5 Product Recommendation

For the specific product recommendation,
the procedure of product recommendation is shown
in Figure 6.

Matching score is calculated based on
product affinity matrix and customer preference
matrix. Matching score is used to select recom-
mending products. This study uses cosine coefficient

I Step 1 : Make the Customer Prelerence Matrix I

Y

‘ Step 2 : Calculate the Matching Score I
v

I Step 3 : Impose a Minimum Threshold I
v

[ Step 4 : Select the Top-N Product Classes ]
v

l Step 5 : Confirm the Decision Tree Node l
¥

I Step 6 ® Investigate the same Leaf Node l
¥

| Step 7 : Select Products based on Decision Tree l

<Figure 6> The Procedure of Product
Recommendation

F -4
. 8§ ="' .
as a matching score, ™ 7141, where, P; is a

row vector of the M*N customer preference matrix
P, and A; is a column vector of the N*N product
affinity matrix.

Matching score obtained from the customer
preference matrix, Table 2, and product affinity
matrix, Table 1 is shown at Table 3. Matching
score reflects the similarity between customer
preference and product affinity. As an example,
0.51 implies the similarity measure about customer
101 and product A.

<Table 3> Matching Score Matrix

CD| A B c D E F

101 0 [ 044|026 | 065|031
1031091 02 {08 (07301202
112 1 009 | 078 | 007 | 024 | 048 | 0.79
117 1091 | O {08 |06} 029 02
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A minimum threshold ¢ is imposed on the
matching score. To select top-N recommendation
product classes, we have to give a heuristic
limitation. Product classes with the matching score
over a given threshold value is recommended to
target customer. This results in Top-N product
classes. For example, from the matching score table,
if we give minimum threshold 0.5 to CID101, the
top-N product classes is class A and E.

Product class unit is used from step 1 to step
4 of Figure 6, but there are many products in a
same class. For recommending specific products
among product class, we consider decision tree
node led by step 2. Figure 7 shows the decision
tree made at step 2.

If CID 103 is employee and the age is under
43, we investigate the customer in the same leaf
node, represented by gray color at Figure 7. From
that node, we consider customers who purchased

product class A and E. In product class A and E,
the most frequently purchased products or latest
products are selected. The selected products are

recommended to the target customer.

4. Experimental Evaluation

4.1 Experimental Step

4.1.1 Data Preparation

This study uses product data, sales data, and
customer data of Korean H department store. The
store has about 50,000 customers and over 190,000
products. But the number of customers who pur-
chased only women's products is 1883 and the
number of women's products is 1051.

Table 4 shows some part of the slightly
modified data table of H department store.

Job ey 10
7 60 % +
40 % (10, 6 4)
Emplovee Manager None\
Age 86 % Res.Area
1 60 % 1 60 %
0 40 % 0 14 % 0 40 %
Age < 43 Age = 43 South Area North Area
1 89 % 1 21 % 83 % 1 7%
0 "M% 0 79 % 4] 12 % 6] 93%
<Figure 7> A Decision Tree
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<Table 4> Data Table of H department store

6320051019900 | 320 B EIEEES o
4100320004070 (110 m&B
4400211022310 | 420 SOES _
4200680010020 ' 810 HEEHZZ
4411491026970 | 400 AZX
4417740020052 | 420 Q0tEs o
4312511013071 | 820 IHE
4550410933010/ 500 Yl o )
14300810019300 | 300 HENZ
4300451019970 | 320 HREHF Y
4538130048730 (410 B3 .
4210220013020 A0 2UBE ;
4551520040873 | 510 Y EEEE o _
4400600025000 | 400 AEE
4554920039071 | 500 ok
6127160008000 | A1D SIEE

(a) Product Data Table

200011 4524550057200 5245500
200010 | 4524550057200 | 5245500
200010 | 4524550057200 5245500
200101 4524550057200 5245500
200006 | 4409270026000 | 4092700
200006 | 4405600026074 | 4056000
200006 : 4405600026074 | 4056000
200104 | 4403270025000 | 4052700
200006 4409270026000 | 4032700
200005 | 2700000000000 | 7000000
200005 | 2700000000000 | 7000000
7200012 | 2700000000000 | 7000000
200011 | 2700000000000 | 7000000
200005 | 2700000000000 7000000
200003 | 4240520013074 | 2405200
200009 2700000000000 | 7000000

211772389
211616165 9650 210
211268272 19650 210
211140743 19650 210
211830374 0513 210 |
211714398 0507 210
T 211632625 0507 210
211354219 9513 | 210

211624224 0513 210
010036645 0205 210
010873240 0206 (210 |
010303660 /0203 210
010894101 10205 (210 |
010352111 0203 210

211064851 0513 210 |
(010170423 (0205 (210 |

o.olojo oo oo oo osooall
e

(b) Sales Data Table

|

BNPIZCKNZ>Z22 <2 <N 2|

28FEB15943
28SEP1370
10JAN1311
13AUG191
10DEC1973
17JUL1914

14JUN1980

. 16MAR 1945
OAJAN1S1G

13MAR1817
2BNOVIST]

1503 .
. -1 1503 200CT1969
15AUG 1918 11200 22MAY1942

(c) Customer Data Table

|

et | et |t et | et b a (Dt et D b —a e N

e PP et it ) e DY O, — O —
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From these tables, this study leads product

taxonomy and then analyzes association rules

based on product class unit.

4.1.2 Determination of Target Customer
First, sales data are divided. The period of

H department store's sales data is one year (from
May 2000 to April 2001). So, we divide sales data
as past period (from May 2000 to August 2000)
and future period (from Jan 2001 to April 2001).
Figure 8 shows the period division.

« Past Period —

<Figure 8> Division of Period

« Future Period —

Second, the target customer is determined. As
mentioned before, we define the target customer
who purchased women's products more than one
during the past period and purchase other product
classes during the future period.

Third, to decide the target customer, the
target variable is setup to be "1" to the customers
who purchase women's products more than one
from the different classes during the past period.

Fourth, the decision tree is made and the
best-classified decision tree is chosen. We made a
decision tree based on H department store
customers who purchased not only women's
product but also all the products in the department
store during the definition period. The reason that
made a decision tree based on the customers who

purchase all the products is to prevent the

Family Member
1 28 %
0 72 %
2 4 >4
Marriage 1 58 % House Type
1 | 26% 1 | 37%
0 | 4% 0 | 2% 0 | 83%
T /
0 1 2 !
1 ~. /
1 1M % Enter day 1 13% 1 12 %
1 30 %
0 | ss% 0 [ 70% 0 | 87% 0 | 8%
-~ 3 >2
]
1 48 % House Type 1 17%
1 33%
0 | 52% 0 | 67% 0 | 8%
T
% >2\
1 67 % 1 54 % 1 10%
o | 383% 0 | 56% 0 | 0%

<Figure 9> Result of Decision Tree

150 =X SHEA|AHSIBI=EX| MR ®2E 2002 1289



A Personalized Recommendation Methodology based on Collaborative Filtering

overfitting. From this decision tree, we use the
customer field related with the purchase of only
women's product instead of precious customer
field.

We made decision tree from 1% of depart-
ment store customers (500 customers). 500 custo-
mers" transaction data is 17,807. The input variables
of decision tree are sex, marriage, house type,
hobby, auto-payment, job, family number, recent
visit day, and the day of joining the department
store card. Figure 9 shows the result of decision
tree.

From the decision tree, we can explain the
characteristics of target customers, e.g the
customer of right bottom node that has more than
4 family members and the house type is apartment.

4.1.3. Association Rule Mining, Customer
Preference Model, and Product
Recommendation

On the association rule mining step, we

f o Eoodustion tor Jibae < tAethod

valuation for Jihae's meth

could know the probability which products are
purchased together, and we also know the asso-
ciation between two or more items. Customer
preference model measures customer’s preference
toward products. Finally, we could recommend
products based on association rule mining and
customer preference table. To do this experiment
more efficiently, we made a system using Visual
Basic. Figure 10 shows a user interface screen of
the system. On this screen, there are spaces to give
value of training ratio, minimum support, mi-
nimum confidence and recommended items.

Figure 11 shows an association rule mining
screen of products, e.g. if a customer purchased a
perfume, he/she would purchase knit cloth
together, because the confidence of this rule is
100%.

Figure 12 shows an example screen of
personalized recommendation. There are products
which customer already purchased is in the upper

cell. Recommended products are in the middle cell.

od under following conditions:

ustomers = 243, products = 401, transactions =

parsily fevel = §, .

utput orm = < seg-ng, X, n, s, ¢, wles, recall, precision, F1,
me >

<Figure 10> Recommender System
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daz
IUHESIEE daZ2oR

A 2RUSHEE INR2 50%
2N&E2 HEHMNZROE 50%
CIANIL 2I& LIER 100%
Bog2 da2A9g 50%
WI=R2ASEE HEEHZEAR 50%
2ng2 NI1ARASIEE 50%
g2 2HME S 50%
AH2RASIHEE LIER 50%
SHARUSNTS SHASSITE 6.7% 50%
SHIRASITE SEAE 6.7% 50%
CIAROIL Si& HEHMNZEAR 6.7% 100%
JBAR LIER 5.7% 100%
JB&2AE EHMIRQASIEE 6.7% 100%
e LIER 6,7% 100%
EHI=RASEE LIER 6.7% 50%
gst HEREEFER 6.7% 100%
k- RLM AR 6.7% 100%:

<Figure 11> Association Rule Mining

<Figure 12> Personalized Recommendation

And in the bottom cell, it shows purchased
products from the recommended products.

4.2 Evaluation Metrics

With the training set and the test set, our
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methodology works on the training set first, and
then it generates a set of recommended products,
called recommendation set, for a given customer.
To evaluate the quality of the recommendation set,

recall and precision have been widely used in the
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recommender system community (Sarwar, et al.,
2000). Recall is defined as the ratio of the number
of products in both test set and recommendation set
to the number of products in test set. Precision is
defined as the ratio of the number of products in
both test set and recommendation set to the number
of products in recommendation set. Recall means
how many of all the products in the actual
customer purchase list are recommended correctly
whereas precision means how many of the
recommended products belong to actual customer
purchase list. These measures are simple to
compute and intuitively appealing, but they are
often in conflict since increasing the size of
recommendation set tends to increase recall but at
the same time decrease precision (Sarwar, et al.,
2000). Hence, a widely used combination metric
called FI metric (Rijsbergen, 1979) that gives
equal weight to both recall and precision is
employed for our evaluation, and computed as
follows:

2 x recall x precision

recall + precision

4.3 Results

Figure 13 shows the experimental results
based on the number of recommended items. When
we recommend the products from 5 to 20 to the
customer, we could know how does F1 metric
change. The more products are recommended, the
higher F1 metric value becomes. It's somewhat a
natural result, because if a person recommended
more products, they will have more opportunity to

select among the recommended products.

008
007 A

006 —

005 —
F1004

003
002
001

5 10 15 0
Recommended Iterrs

<Figure 13> The Change of Recommended Items

Next experiment is performed on the target
customer data led from decision tree. Target
customer is a customer who has a higher purchase
possibility of recommended product. Figure 14
shows F1 metric based on changing recommended
product counts and customers. We divide custo-
mers who purchased products more than 10 as
categories; 10, 20, ... , 60. So, the total customer
group is 7. The result shows that customers who
purchased more products are likely to buy
recommended products.

[-=—Base —@—10 —4—20 —a—30 ~—40 —6— 50 ~»—60 |

1
1
09 e
0.8 e
07 / /
0.8 f/ A
Flos N Y ——
0.4 b
0.3 A N
0.2 k“_’_"'————;
0.1 S
[}

5 10 15 20
Recommended Items

<Figure 14> The Change Recommended Items
and Target Customers
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The comparison between target customers
and base customers results in Figure 15. From this,
we could know the F1 metric of each target
customer is evidently higher than base customers.
Figure 15 shows only the results of customers who
purchased products more than 60, but other results
shows the same result. This implies that product
recommendation based on the past product history
and demographic information results a higher value
of F1 metric. This shows an evidence that target

marketing is more useful than mass marketing.

[—=—without DT —&—with DT |

04

035 /Q__-————-—E" e
03

025 |— ="

F 02

015 —.:7___4—’—.’_’————"
01
005
0

5 10 15 20

Recommeded lterrs

<Figure 15> The Comparison of Base Customers
and Target Customers

5. Conclusion

This study suggests a hybrid recommen-
dation procedure and experiments with sales data,
customer data, and product data of H Department
store in Korea. To determine target customer we
use decision tree algorithm, and to select proper
products, we use collaborative filtering, content-
based filtering and association rule mining. Also,
this study applied the procedure to the real depart-
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ment store and evaluates the procedure. From the
result, we prove that our procedure is better than
existing collaborative filtering based recommender
system.

But, this study uses only off-line customer
data, product data and sales data. For the better and
more product recommendation, using web-log data
will result in good performance. Furthermore, the
implementation of recommender system is neces-

sary to use in the real field.
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