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Feature Extraction Based on GRF's for
Facial Expression Recognition
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Abstract In this paper we propose a new feature vector for recognition of the facial expression based on
Gibbs distributions which are well suited for representing the spatial continuity. The extracted feature
vectors are invariant under translation, rotation, and scale of an facial expression image. The Algorithm for
recognition of a facial expression contains two parts: the extraction of feature vector and the recognition
process. The extraction of feature vector are comprised of modified 2-D conditional moments based on
estimated Gibbs distribution for an facial image. In the facial expression recognition phase, we use discrete
left-right HMM which is widely used in pattern recognition. In order to evaluate the performance of the
proposed scheme, experiments for recognition of four universal expressions (anger, fear, happiness, surprise)
was conducted with facial image sequences on Workstation. Experiment results reveal that the proposed

scheme has high recognition rate over 96%.

1. Introduction

Human-computer interaction will be much more
effective if a computer know the emotional state of
human. The facial expression recognition has been
studied in a wide range of fields such as engineering,
psychology, anthropology, cosmetology, making it one
of the important multi-disciplinary research topic [1].
But it is difficult to categorize facial expression due
to the fact that the face exhibits identity of its owner
and facial expression is related to one’s emotion.
Many researchers have attempted to recognize facial
expression problem using variety techniques in order
to raise the recognition rate. Facial expressions are
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reflected by the deformation and displacement of
facial features and facial skin.

Masel2] used optical flow to estimate the facial
skin movements. Yacoob and Davis{3] developed a
system based on Mase's work Mase attained an
accuracy of nearly 80% to recognize four expressions:
happiness, anger, disgust, surprise. Yacoob and Davis
achieved an accuracy of 83% to recognize the six
universal facial expressions: anger, disgust, happiness,
surprise, fear and sadness.

Rabiner et al[4] completed the theories of speech
using HMM.  Sakaguchil5] first
experienced the effectiveness of employing discrete
HMM in facial expression recognition according to

recognition

image sequences. The feature they used is the
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average power from a distinct frequency band
obtained by applying the Wavelet transformation.
They obtained &7%
independent mode using 46 image sequences. Tian et
all6] recently proposed a feature- based method
using geometric facial features. The extracted facial
eyes, brows and

recognition rate in user

regions(mouth, cheeks) are
represented with geometric parameters which are then
fed into a neural network for recognition. However,
their performance for recognizing facial expression is
poor since the features did not included spatial
continuity(or causality) which is the dependence of
the pixel value at a lattice point on the those of its
neighbors.

The success of facial expression recognition in
given application depends on how good the extracted
features fits the characteristics of an facial expression
image. An essential issue in the field of facial
expression recognition is to find features regardiess
of their positions, size, and orientations. Moments are
invariant under scaling, shifting, and rotation. Finding
efficient invariant features is the key to solving this
problem. In other words, selection of "good” features
is a crucial step in the process. "Good” features are
those satisfying the following requirements: (i)small
interclass Invanance, and (i) lasge interclass
separation. These features (or shape descriptors) may
be divided into five groups as follows[7.8): moment
invariants, transform coefficient features,
features, dlgebraic features and differential invariant
features.

Moments and functions of moments have been
extensively emploved as the invaniant global features
of an 1image in pattern recognition, image
classification, target identification, and scene analysis[9,
10, 11, 12]. Generdlly, these features are invariant
under image translation, rotation, scale change, and
rotation only when they are computed from the
original non- distorted analog two dimensional image.

In order to overcome the drawback of their facial
expression recognition, we propose a new feature
vector for recognition of the facial expression based
on Gibbs distributions which are well suited for
representing the spatial continuity. The extracted

visual

feature vectors are comprised of 2-D conditional
moments which are invariant under translation,
rotation, and scale of an facial expression image. The
Algorithm  for recognition of a facial expression
contains two parts: the extraction of feature vector
and the recognition process. In our method, LBG
(Linde Buzo and Gray) algorithm is employed for

Discrete HMM  for
tested the recognition
effectiveness of original moment invariants with four
universal expressions which is anger, fear, happiness
and surprise shown in Figure 1.

vector quantization and

recognition. We  have

Anger Fear
Figure 1. Different expressions used in recognition.

Surprise

Happiness

2. Gibbs Distribution for Facial Expression
image

In this section, we present a particular class of
Gibbs distribution(GD) which ‘is suited for describing
a facial expression image. We focus our attention on
discrete 2-D random fields defined over a finite
Ny XN, rectangular lattice of points as L= {(x,y) :
1<x<N;, 1<y<N,}.

Suppose Q= {q,,} represents a facial image, where
4,y measures the grey-level(or intensity) of the pixel

in the x* row and " column Letp be
neighborhood system defined over the finite L. A
random field Q=1{Q,,) on L has Gibbs distribution
or equivalently is a Gibbs Random Feld(GRF) with
respect to 7 if and only if its joint distribution is of
the form{13, 14}

Q=g = exp{— Energy function}

{ Partition function}

op

__ Ziexp{—E(q)}
T oexp{—2cVa)}
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where ¢ is a clique, and C is the set of all cliques
of a lattice-neighborhood pair (L, 7); and V.(g) is
the potential associated with clique ¢, arbitrary except
for the fact that it depends only on the restriction of
g to ¢ Let ™ be the mth order neighborhood
system. The GD characterization in some applications
provides a more workable spatial model. We assume
that the random field @ consists of binary-valued

discrete random variables {Q,,}) taking values in
.Q = {a)l ) CUZ}.
To define GD it suffices to specify the

neighborhood system 7, the associated cliques, and
the clique potentials V.(qg)'s. Assume that the
random field is homogeneous.

[l:lj, Bils [q], B:1. [B:], 711 [H], 721,
[EB, 73l [EB» 741, [le, &l

Figure 2. The parameters associated with clique types.

The distribution is specified in terms of the second
order neighborhood system 7°. Figure 2 shows the

parameters associated with clique types, except for
the single pixel clique. The clique potentials

associated with 7 are defined as follows

_[—¢ if all ¢, ’s in c are equal
Vdas)= { ¢ otherwise @

where ¢ is the parameter specified for the clique
type c. For the single pixel cliques, the clique
potential is defined as

Vday)=a, for q,= w; 3

The parameters a, control the percentage of pixels in

each site, that is the marginal distribution of the
single random variables Q,’s, while the other

parameters control the size and direction of
clustering.

3. Estimation and 2-D Conditional Moment

In this section, we describe a method for
estimating  parameter of Gibbs distributed facial
image. And then we extract feature vector which
consists of the calculated 2-D conditional moments.
These feature vectors are invariant under image
translation, rotation, size, and rotation for an facial
expression image.

3.1 Parameter Estimation

Our aim is to estimate the parameters of Gibbs
distnbution of a facial image. The most commonly
used parameter estimation method to date is the
so—called “coding method” first presented by
Besag[15]. It requires the solution of a set of
nonlinear equations. Therefore, it is cumbersome and
difficult to use reliably. In view of the practical
difficulties involved in using the coding method [10,
16], we describe an altemative parameter estimation
scheme for finite range space GRF.

Suppose @ is a GD with a discrete range space of
2= {w;, wy}. . A realization ¢ of this random field

is available to be used in estimating the parameters
of the distribution. For convenience of notation, lets

represent ¢, and ¢ represent the vector of the
neighboring values of @, that is, £ ="[u;, uy, u3, u,,
01,05, 03, v4) T, where the location of ;s andv,’s

with respect to § are shown in Figure 3.

Figure 3. ¢,, and 7.

We define indicator functions

...1 lf Zl=22=”'=2k
1(21,22, ...,Zk)z{ (4)
1 otherwise
and
-1 s=o,
]m(s)=[ ()]
0 otherwise.
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We can express the potential functions of the GD in
terms of these quantities. Let V(s, £, 6) be the
sum of the potential functions of all the cliques that
contain (x,y), the site of s, That is
Ws, t,0=2_cc Vg where 6 is the parameter

vector 0= (ay, a2, 81,8,  7.72.73.75.61). Using

the clique potentials for this class of GD we can

write W(s,7,6) as W(s,£,0)=p" (s,£)8 where
ols, ) =[11(s), Jx(s),

(I(S, Uz) + I(S, U,‘)),(I(S, v[) + I(S, 03))»
(s, us, va) + I(s, ug uz) + I(s, uy vy),

(I(s, ug, uz) + I(s, ug uz) + Ks, u; vy)), ©)
(s, uy, v) + Ks, ) uy) + Ks, u3.v3)),

(s, uy_ uy) + Ks, ug v9) + K(s, uz v9)),
(I(s, uy, vy, ug) + I(s, uy v3, u3)
+ K(s, uy vy, wg) + I(s, uy, vg, w17,

Now Suppose FP(slf) is the joint distribution of the
random variables on the 3x3 window centered at
(x,¥) and P(f) is the joint distribution of the
random variables on 7., only. Then the conditional
distribution P(slf) is given by the ratio of P(s,¢)

to P(¢). It follows from the GRF-MRF equivalence
and the resulting local characteristic that

PRl () o
(s, t) P(f)
where Z(¢,6) is the approprate normalizing
constant.. Note that the right-hand side of (7) is
independent of s. Considering the left-hand side of
(7) for any two distinct values of s, eg., s=j and

s=k, we have

(olk, £)—p(j, £))T0= m—g((ké% ®

where oT(k, £)0= Wk, £,6). Consideration of all
possible  triplets (7, &, £), <k,
equation (8) a large set of linear equations, which
may be solved for 4 by least squares procedures.
The question that remains to be answered, now, is
how to determine or estimate F(s,¢) for all (s, ¢)

generates  from

combinations using a single or a few realizations. We
will calculate the probability P(s, #) using histogram
techniques.

3.2 Calculation of 2-D Conditional Moments

The basic and classical moment, a regular 2-D
moment of order (k+ J) is defined byl[7, 14]

my = fi J‘: ¥y Rx9), ©

where Ax,y) is the intensity at a point (x,3) in
the image andk, /=0,1,2,---. The
proposed by many researchers[12, 14, 16, 17, 18] have
not included spatial information which is the
characteristic of most facial images. Two dimensional

moments

(p+q@)th order central moment of a density
distributed function Ax,y) is defined as follows:

Hu = f:o f_o; (x—=2* (y= ' Ax,»dedy (10)

where x= my/my, y=my/my. Central moments and
their function are invariant under shifting. Here the
details of deriving moment invariants will not be
discussed. The moment invariants we have used in
our facial expression recognition system are given by
Hull6}:
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An an alternative to cope in the lack of spatial
continuity the above ordinary moments, we propose a
method for calculating 2-D conditional moments
which include spatial information by using the
estimated  conditional Gibbs distribution.  The
corresponding 2-D conditional moments are given by
the following steps.
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® Step 1) Calculate the centroids x » of the
considered shape as follows.

; = Ei\l‘:] 2{:’2:1 X P(er= Q,rylvxy)
3= SIS0 v PQy=aglng) 12
where P(Qu=ax l7,) IS  estimated  conditional
probability of the site (x, y).
@ Step2) Calculate the standard deviation ¢, and o,.
Vs 20 (x— 02 P(Qy= auln0))
(13)

o, = V2N (3= 9P P(Qy= asln)}

i

Oy

® Step3) Calculate and Store the 2-D conditional
moments for (&, )

sk,=z;”;1z§’;1( x=x )k(J—‘—_Z)’P(Q,,-= Oy 17) (14)

[ Jy

The above moments are invariant under translation,
magnification, and rotation of the image, but not
under rotation. It is desired feature vectors do not
change under scaling, shifting and rotation. In order
to use them as feature vector in the facial expression
recognition phase, we have to normalize respect to
the rotation. The normalization is a simple operation,

Skt e " where ¢ is the rotation change of the
facial image.

Facial expressions are caused by facial muscle action.
The actions of facial muscles change not only the
shape of facial features but also their relative
positions. So, displacement information in facial
expression recognition, such as the relative position
of brow and eye and left and right mouth comer,
benefits  distinguishing between different facial
expressions. In order to utilize the relative position
change between facial features, we replace central
moments in the formula of moment invariants with
ordinary moments, thereby modifying the feature
vectors. The elements of modified feature vector are
as follows:

T =(SwSee— S1)*/Sh

_ (S80S0~ SnS12)> — 4(SpSip — S5)( Sz Sty — Si)’]
S (15

T2

- 27

_ 159(Sy S~ S$12)° = $11(S0 Sy — S Sie)
Ty = Sgﬁ +
Sez{ S Sz = SH))
Sk

7ty =155 S8~ 6305051155 + 653 S12Sm(2 S5 — SaoSue)
+ S S03(6S2 511 S — 855 + 955, Sm S
— 185251252511 St
+6 S SiaSm(25% — SSi) +95%: 55w
—851SuSuSh + SiShl/ Sio

4. Feature Extraction and Classification

We construct a feature vector for recognition of
facial expression and briefly review HMM as facial
expression recognition method in this section.

We define seven areas on the face for feature
extraction. They are left brow, left eye, right brow,
right eye, upper mouth, lower mouth and the area
between two eyes. Each area we define is of
rectangular shape. We denote left brow, left eye,
right brow, right eye, upper mouth, lower mouth and
the area between two eyes as area 1, 2, 3, 4, 5, 6,
and 7 respectively. The sizes and centers of the
rectangulars are adjusted so that each rectangular
shape can exactly enclose the whole facial features in
every frame of a sequence. The definition of feature
extraction areas is shown in Figure 4. The feature
vectors are as follows:

Vv, =[I;], 1<i<7, j=1,2,3,4
(16)
V, =ln;l, 1<i<7, j=1, 2, 3. 4

where 7 is the number of the area, j is the number

of moment invariants.

Area between eyes

Left brow Right brow
Left eye Right eye

Upper mauth
. Lower mouth

Figure 4. Definition of feature extraction areas.



When calculating moment invariants, selection of
coordinate origins does not influence the results.
While calculating the proposed modified feature
vectors, the results vary with the change of origins.
In the case of the sequences we have the relative
positions of two pupils keep in the same place on the
face if the subject doesn’t move them deliberately.
Therefore, we choose the centers of pupils as
reference. We define them as the origins for
calculating ordinary moments of brow areas and eye
areas.

They can reflect not only the deformation of brows
and eyes but also the relative position change of
brows and eyes. In order to represent the deformation
of upper mouth and lower mouth most efficiently, the
middle of the line connecting left mouth comer and
right mouth comer is selected as the ongin for
calculating ordinary moments of left mouth comer
area
and right mouth comer area For nose area, according
to the experiment results, we choose the middie of
lower bourid of the area as origin.

we use a scaling factor @ to balance the values of
L.L, L1, and T, Ty, Ty, Ty since the differences
of the ranges of 1,5, 1,1y and my, 79, T3, Ty are

large. The definition of @ is, e=[e]}, 1= i <k,

where 7 is the number of elements of the feature
vector. Every element of the feature vector is divided
by the corresponding element of @. We also improve
the VQ and recognition results by adjusting a The
feature vector of each frame subtracted from that of
the first frame which is of neutral state. The

Figure 5. Samples of the Japanese females facial
expression dataset.

resultant feature vector reflects the deformation and
displacement of facial features. They are used in the
recognition system. The sample of a surprise
sequence and a happiness seguence are shown in
Figure 5.

We use discrete left-right HMM for recognition.
The HMM having 3 states and 32 symbols has best
recognition accuracy. The structure of the HMM is
shown in Figure 6.

3-3-0

Figure 6. Structure of HMM used for
facial expression recognition.

IBG algorithm is employed for VQ. The techniques
of applying HMM introduced by L. R. Rabiner et
al[4] are used for training HMM and recognition.

5. Experimental Results

In order to illustrate the performance of the

proposed a new scheme for recognizing facial
expression, we carmied out the following experiments
was carried out.
The database of the facial expression has 310 image
sequences taken from 10 subjects. They are 50 of
anger, 70 of fear, 90 of happy and 100 surprise. We
use 20 anger, 40 fear, 40 happy and 50 surprise to
train the HVM.

The experiments are done under the following
training HMM and recognition. The experiments are
done under the following conditions: (a) Only the
frontal view of the facial image seguences are
analysed throughout the whole sequence. (b) The
head motion between two consecutive frames is
considered small. (c) The subjects are not speaking
during image capturing. (d) The subjects do not have
facial hair and they are not wearing glasses. The
overall block diagram of the proposed method for
recognizing facial expression are shown in Figure 7.
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Figure 7. Overview of the proposed scheme for
recognizing the facial expression.

The twaining sequences of each facial expression
are composed of half males’ and half females’. Our
experiments include three parts: (a) Using ordinary
moment invariants as feature vector, (b) Using 2-D
conditional moment invariants as feature vector, (c)
Combining ordinary moment invariants and modified
moment invariants as feature vector. The recognition
results of using ordinary moment invariants and
modified moment invariants are shown in Table 1
and Table 2 respectively. From the results, we can
see that the performance of facial expression
recognition using the modified moment invariants was
shown to be superior to that using ordinary moment

invariants.

<Table 1> Recognition results with ordinary moment

Anger| Fear Happy | Surprise | Total
Anger | 22 2 0 0 24
Fear 8 24 1 4 31
Happy 0 4 45 0 59
Surprise| 0 0 4 46 46
Total | 30 30 50 50 160

<Table 2> Recognition results with modified moment

Anger| Fear Happy | Surprise | Total
Anger | 29 2 0 0 31
Fear 1 2 0 1 30
Happy 0 0 43 0 48
Surprise] 0 0 2 49 51
Total 30 30 50 50 160

Experiment results reveal that the proposed scheme
has high classification rate over 3%5%. In order to
reduce the dimension of feature vector, we have also

tested by using 7y, 79, Ty O Ty, Wy, T, as elements
of our feature vector. The same recognition rate as
that of using my, 79, 73, 7y was attained. For

further reducing the dimension of feature vector, we

have tested using just two of the original four
elements. The best combination is 7y, 7y. The

recognition results are shown Table 3.

<Table 3> Recognition results only using 7y, m4.

Anger| Fear Happy | Surprise | Total
Anger | 28 1 0 0 29
Fear 0 29 0 1 30
Happy 0 0 43 0 1,8
Surprise| 2 0 2 49 33
Total 30 30 50 50 160

Ordinary moment invariants can take the only
deformation of facial features into account, while
modified moment invanants can take both the
deformation and displacement of facial features into
account. We have tried a simple method to separate
the deformations and displacements of facial features,
I, 1, (m—1,),(ny—I,), subtracting original moment
invariants from modified moment invariants. We
obtained the same results as those shown in Table 2.

5. Concluding Remarks

In this paper we propose a new feature vector for
recognition of the facial expression based on Gibbs
distributions which are well suited for representing
the spatial continuity. Moment invariants proposed by
Hu et al can reflect the deformation of facial
features but can not provide sufficient information of
displacement of facial features, while the 2-D
conditional feature vector reflects deformations and
relative displacements of facial features. As a
experimental results, we can see that the performance
of facial expression recognition using the modified
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moment invariants was shown to be superior to that
using ordinary moment invariants. That demonstrates
only using deformation information of facial features
is not enough for facial expression recognition. To
reduce the dimension of feature vector, we have
experimented just using three and two of the four
modified moment invariants. We have found that
using 7y, Ay, Ty Or My, T3, T4 recognition rate as
high as that of using all the four can be obtained.

In the future, we will add automatic feature
tracking techniques to the proposed scheme in order
to get highest accuracy.
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