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(Stereo System for Tracking Moving Object using
Log-Polar Transformation and ZDF)
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Abstract

Active stereo vision system allows us to localize a target object by passing only the features of
small disparities without heavy computation for identifying the target. This simple method, however,
is not applicable to the situations where a distracting background is included or the target and other
ohjects are located on the zero disparity area simultaneously. To alleviate these problems, we
combined filtering with foveation which employs high resolution in the center of the visual field and
suppresses the periphery which is usually less interesting. We adopted an image pyramid or
log-polar transformation for foveated imaging representation. We also extracted the stereo disparity
of the target by using projection to keep the stereo disparity small during tracking. Our experiments
show that log-polar transformation is superior to either an image pyramid or traditional method in
separating a target from the distracting background and fairly enhances the tracking performance.
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stereo camera and the fixation point as shown in
Fig. 1.

Fixatiopn point

Geometrical
Horopter

_________________________________________________ )

Right camera

Left camera
ozl 1. ZFE
Fig. 1. Horopter where fixation target is located
with zero disparity.

Objects that stay in this horopter can be easily
extracted by suppressing features at large disparities.
This is the principle of zero disparity filtering (ZDF)
and can be implemented via logical AND of stereo
vertical-edge imagesm. We can estimate the location
of target by computing center of gravity mass of
ZDF output image. However, ZDF may produce false
outputs in a complex scene due to AND results of
two different objects. Tanaka et a proposed
disparity-based segmentation method to track an
object that

However, they assume only one object is located on

is moving in a complicated scene.

the common space of both cameras field of view and
the horopter. Target windowing can be a solution™.
Fixed-size window deteriorates tracking performance
when the size of a target varies, and thus target
needs be  resized

Usually, the central area is our concem. If we

window to adaptively.
locate high-resolution portion in the center of the
visual field, the target object can be dominant over
background. So, the target effectively
separated from the distracting background without

considering target windowing. Oshiro et al® used

can be
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log-polar mapping in ZDF to spread the zero
disparity area from the gaze point towards the
periphery so that a target in the periphery could be
found. In our case, we map each pixel exclusively in
the log-polar transformation” '® especially intended
for target enhancement over the background while
avoiding target windowing, rather than large
detectable range of disparities of the target object.
Besides multiresolution
image pyramidm'm was also considered for foveation

and the ZDF outputs of each method was compared

log-polar  transformation

in this paper. Both have some important differences,
however, share high central resolution features that
are the main reason for their adoption in this paper.
As the centroid of ZDF output gives only rough
measurement of a target location, the stereo disparity
should be extracted and then cancelled to fixate on
the target object with the stereo camera. Various
disparity extraction methods have been introduced in
13} virtual

binocular tracking, cepstrum operator
, and correlation’™.

horopter[SJ, phase-based approach[14]
While most of the above-mentioned require heavy
computation or arbitrary shifting, the projection of
reference edge images we used can assure correct
steering direction and stereo disparity of the target
with less computation cost. The proposed stereo
tracking algorithm is implemented on our active
vision system and the experimental results are

demonstrated by actual tracking experiments.

II. TARGET EXTRACTION FROM
THE BACKGROUND

In the following, we describe both log—polar
transformation and foveal image generation using an
image pyramid and show that ZDF with log-polar
transformation is very efficient in target extraction
compared to either traditional ZDF or ZDF with an
image pyramid.

1. Log—Polar Transformation

Log-Polar transformation is a space—variant
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sampling method that decreases sampling density
from the center to the periphery. A point in the
Cartesian coordinates (x,y) can be mapped to the
log-polar coordinates (%, v) using the following

equation.

(u,v)=(log 7, 6) (D

yr=vV xz-l-yZ,

#= tan _lf. Here, * is scaling factor determined by

where » and 6 are given by

the log-polar image size. Fig. 2 shows a log—polar
mapping between the Cartesian coordinates and the
log—polar coordinates.
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Fig. 2. Cartesian coordinates and corresponding
log-polar coordinates from space-variant

sampling.

A log—polar image whose size is ExA pixels can
be generated as follows. E and A represent the
number of rings and that of the cells per ring,
respectively. Let the minimum and maximum radius
be omx and omx. The # and v are defined in the

following domain:

u<[108 1 Omin » 108  Omax ]

vel0, 27] 2
In the u direction, there exist pixels.

3
4)

E= 108  Omax ~— 108 1 O min
Ink= In(0max/Omin) E

Using (1) and (4), we can map the Cartesian

(63)
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coordinatesinto the corresponding #. Also we can
obtain v direction value, considering that the spacing
angle of each cell is 27z/A. From above, we obtain

the following relations.

x InV &7+ 3 ®)

u=———~—E
10 (0 max / O min)

v=tan Wy/x)x Al2x ®)

Inverse mapping leading to the Cartesian coordinates
is given by
ln (40 max / 14 min)
E

ln(pmax/pmin)
E

x= exp[ ><u]cos(v><27r/A) (7)

y= exp{ Xu]sin(v><27r/A) ®)
Fig. 3 shows the space-variant images from the

log—polar transformation.

(a)

()

a2 3. 2aZel Wgk o, () 9934k 160x120. (b)
2aEe} ik HEFE, 32X64, 64X64, and
128%64. (c) 9#s 2aZe} 44k
Example of log—polar transformation and
inverse mapping. (a) Original image: 160X
120. (b) Log-Polar images with various
image size: from the left, 32X64, 64X64,
and 128x64. (c) Images after inverse
mapping.

Fig. 3.

The difference of resolution shown in Fig. 3c
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originates from that the distance between the
concentric ring is determined by the log—polar image
size which imposes a constraint on the value of the
scaling factor.
transformation keeps shape of an odject that is
currently being fixated mostly unaffected by the size
of log—polar image.

Here, we can see that log—polar

2. Image Pyramid
The generation of foveal image using the image
pyramid is well explained in™@ They extracted

equal-sized central image patches from the each level
of the image pyramid, performed
expanding, smoothing, and inserting the finer level of
the patch into the center of the present level. Fig. 4
shows the foveal images generated from the four

successive

level in the image pyramid.

Expansion and
smoothing

. /
—u Insertion ?

2]
Level 3

Level 2 Expansion and

smoothing

Level 1 .
Expansion and

smoothing

Level 0 Insertion

27l 4. 4 A= ol47 Ealeloldl o
Fig. 4. Foveal image pyramid from successive low
pass filtering and sub-sampling.

Here, we deal with the ZDF
log-polar transformation and the image pyramid, and
traditional method. Firstly,
transformation, vertical edge operation is performed
for the left and right stereo images and those edge
images are transformed to the log-polar coordinates.

outputs from

in case of log-polar

We then binarize both log-polar images by an
appropriate threshold value. Then we obtain log—polar
ZDF output by performing logical AND of both
thresholded log-polar images. ZDF output by the
image pyramid is obtained by applying the traditional
ZDF operation to the foveal image. ZDF outputs are

gk o]F A A4 2HH L AlAH
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shown in Fig. 5.
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ZDF outputs. (a) Original images. (b) Edge
images. (¢) Log—Polar images. (d) Log-Polar
ZDF. (e) Inverse log—polar ZDF. (f)
Traditional ZDF output. (g) Image pyramid
ZDF.
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We can observe that log—polar transformation is
quite effective, whereas traditional ZDF produces
background outputs and the image pyramid ZDF
shows strong vertical edges due to blurring. Fig. 6
surely shows its superiority over them.

(a)

(b) (c)

(d (e)

Fig. 6. ZDF outputs. (a) Original images. (b)
Log-Polar ZDF. (c) Inverse log-polar ZDF.
(d) Traditional ZDF output. (e) Image
pyramid ZDF.
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Foveation by the image pyramid can suppress the
background, but part of the target object is missing
as shown in Fig. 6e. This implies that the image
pyramid structure is not suitable for representing
more exactly the central region of gaze compared to
space-variant resolution structure. The location of
target is calculated by reconverting log—polar ZDF
output to the Cartesian image and computing its
centroid. Due to subsampling in log—polar processing,

Ecr
B>

(65)
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the centroid tends to be squeezed toward the image
center. When the active camera is controlled in a
closed loop, the controller will try to minimize the
error every frame so that this problem does not

usually cause much problem.

m. STEREO DISPARITY
EXTRACTION

Let the left and right projections beand p/7) and
2,(i) and the centroid of ZDF output be (x;, v).

SSD is used for disparity extraction. The sum of
squared difference (SSD) of the intensity values is
the
measuring similarity between images

effective  criterion in
U5 The SSD of

each searching point k in a search area s is defined

simplest and most

as
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Projection of stereo image and extraction of
stereo disparity from the lowest SSD value.
(a) Edge images. (b) Projection results. (c)

SSD values.

Fig. 7.
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where k=-—s/2,-,5/2. Here, » is the size of
windowing for computing SSD. Fig. 7 shows the
projection data and their SSD results.

Stereo disparity 4 of a target can be determined
by finding a searching point whose SSD is

Jasiigiisgivigen

d= arg min[e(k)] (10)

After the stereo disparity is calculated, the desired
values for controlling active stereo
determined so that the target is located in the image
center with the small stereo disparity. The entire
tracking algorithm is described in Fig. 8.

system are

Right image

|

Uenical edge operation I

Log-Polar transformation
Left LP image} Right LP image

L ANDloperation 4] L

Centroid computation

L SSD reference setting |
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Fig. 8. Dataflow
algorithm.

Left image

Projection

Stereo disparity extraction by SSD !

Left and right axis motor control ’

System pan axis motor control )

of proposed stereo tracking

Iv. ACTIVE STEREO TRACKING
SYSTEM

Our head/eye platform shown in Fig. 9 has 5
degrees of freedom (DOF) and is equipped with DC
motors and harmonic driver minimizing the backlash.

The maximal pan/tilt angle of each axis is 360°
The focal length of the camera is Zomm and the

za¥et Was) ZDFE o4 ol% A4 34 2H#HL A2
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Fig. 9. Active stereo tracking system.

baseline length is 470mm. The stereo images from
the two CCD cameras are digitized into the frame
memory by the PCI Matrox Meteor image board.
Fig. 10 shows the flow of data to control active
stereo system.

Left camera Right camera
] !

~isual feedback Frame

grabber

Host

Motor driver computer

Motion control

GPIB

(&5
System pan

33 10, 2HHL 324 A" FA
Fig. 10. Configuration of the stereo tracking system.

The servo loop is controlled by a classic
proportional control and communication between host
and active stereo system for camera control is
implemented via GPIB

control is implemented to put the stereo disparity to

interface. Symmetric pan

zero since the positioning mechanism uses an
additional pan control system that tries to locate a
target in the image center.

V. EXPERIMENT RESULTS

The size of input image is 160X120 pixels and
transformed into 32%X64 log-polar images. We
employed a bear doll rotating round the tripod in the
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experiment. On top of the tripod, a step motor was
equipped and rotated a bear doll at 1.2 cm/sec.
Stereo cameras was initially pointed at a target 1.5m
away from the bear doll. The tracking environment
is shown in Fig. 11 and the tracking performance
was evaluated from the difference between actual
camera position and target location.

Figs. 12a and 1Zb shows the tracking responses of

1.2cm/sec

Target object

Active stereo system

a8 11, 4 AY 34 75
Fig. 11. Experiment setup for tracking

——— Target position
Traditional ZDF
— — ZDF and image pyramids
-K —--- ZDF and log-polar transformation

Angle

T T T
50 100 150 200
Frame

(a)

Frame 1 Frame 30
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three methods, log-polar ZDF, image pyramid ZDF,
and traditional ZDF. Sinusoidal response shown in
Fig. 12a is the rotation angle of the left camera and
corresponds to the camera trajectory following the
moving target. The rotation angle of the right
camera is the same and only different in sign due to
symmetric rotation. In case of the image pyramid
ZDF and traditional ZDF, the tracking system began
to deviate from the desired trajectory at 7oth frame.
The reason for this is directly traced to the situation
that the doll and tripod are located on the same
horopter. Still, the log-polar transformation kept the
doll dominant over the distracting background so
that the tracking was successfully pursued. Occlusion
was occurred at around 9th frame, in part, and led
to system fixation on random position. However, its
effects were slight in our case and the tripod lying
in the zero disparity area was the main cause of
deviations. The responses of system pan axis were

shown in Fig. 12c and the performance found to be

——— Target position

— — ZDF and image pyramid
— -~ ZDF and log-polar transformation

Angle
o

T T !
50 100 150 200
Frame

(b)

Frame 150 Frame 180 Frame 200

a7 12, 93 ARl B 27 Ak (@) 3 shieke) 9307 (0) Aad @ 2Ee H19% (© B 3

Fig. 12. Tracking results for a rotating bear doll. (a) Rotation angle of the left camera. (b) Rotation angle of
the system pan motor. (c) Bear doll tracking.

67
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similar to Fig. 12a since its rotation angle is linked
with stereo camera movement. Fig. 12a shows the
sequences of frames obtained from the log—polar
ZDF during tracking. It can be seen that the doil
was successfully tracked since it was located in the
image center, keeping small disparity. From the
it evident that
log—polar transformation can enhance the tracking

experiments we have done, 18

performance fairly, providing successful tracking.

VI. CONCLUSIONS

We proposed foveation that was coupled to
traditional ZDF for effective target extraction from
the distracting background We chose log—polar
transformation and an image pyramid for target

enhancement and compared their performances
through actual tracking experiment. We have
demonstrated that foveation by log—polar

transformation is more adequate in tracking mainly
due to effective background suppression without
windowing the target. In addition, we extracted
stereo disparity using projection data to fixate on a
surface of a moving target and proved its accuracy
In fact,

controller was somewhat coarse though active stereo

from the experiment. our closed-loop
system was capable of track a moving target. In the
future we plan to design and incorporate reliable PID
controller for smoother behavior of active stereo
system
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