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An Improved ZS Algorithm for High-Speed Synchronous Stream Ciphers

Hoon-Jae Lee'

ABSTRACT

Among the various zero suppression (ZS) algorithms used in a for synchronous stream cipher system, a ZS-2 exhibits certain good properties,
including the omission of the block synchronization, easy implementation, etc., yet also a weakness in channel error propagation. Accordingly,

This paper proposes a new method by minimizing the bit-wide substitution in the substitution blocks of ZS~2 to improve the degenerated error

property in a noisy channel. As a result, the proposed ZS-3 algorithm can decrease the mean error propagation by about 18.7% over that of

Z5-2 at n=8.

FIYE: Zero Suppression, E7I(Synchronization), AEE %&(Stream Cipher), #H %%(Random Sequence), 7|29

(Keystream)

1. Introduction

In a synchronous stream cipher [1-3], ciphertéxt bits are
randomly distributed because they are the exclusive-ored
value of a ‘0’1" balanced keystream sequence and plaintext.
In this case, long consecutive ‘0’ sequences can occur, which
creates a number of communication problems [4-5]. As a
solution, several zero suppression algorithms [4-5] have
been proposed, which first suppress k or more zeros between
successive ones in the ciphertext at the sender end and then
completely recover the original message at the receiver end
of a synchronous stream cipher system.

ZS algorithms can be divided into serial detection algo-
rithms and block detection algorithms. The former detects
an all-zero input block (00 -+ 0) using the interval of a bit
serial slide relative to the block size containing previous bits
in the buffer, whereas the latter detects an all-zero input
block by checking on the block interval relative to the block
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size. As such, ZS-1 [4] uses block detection and ZS-2 uses
serial detection.

Among zero suppression (ZS) algorithms for a synchro-
nous stream cipher system, ZS-2 has various good pro-
perties, including the omission of block synchronization, easy
implementation, etc., yet a weakness in channel error propa-
gation. Accordingly, this paper proposes a new method by
minimizing the bit-wide substitution in the substitution bl-
ocks of ZS-2 to improve the degenerated error property in
a noisy channel. As a result, a ZS-3 algorithm is proposed
which can decrease the mean error propagation to that of
Z5-2 at n=8. Consequently, when the proposed ZS algori-
thm is applied to a special channel (for example, a T1-carrier
system [6)), the system performances for clock recovery are
improved, and deterioration in cryptographic security from
frequent resynchronizations by Daemanl[7] is prevented.

2. Zero Suppression Algorithms

A 7S algorithm consists of a detection part, which detects



308 FEMel=tel=2Al C M9-CTH M 3=(2002.6)

n-bit zeros (blocks of n consecutive zeros), and a substi-
tution part, which then substitutes n~bit zeros with a non-
zero block. Detection methods can be divided into serial de-
tection, which detects an all-zero input block (00 -+ 0) by
checking on the bit-by-bit serial interval relative to the
block size containing previous bits in the buffer, and block
detection, which detects an all-zero input block by checking
on the block interval relative to the block size. Substitution
methods can be divided into current block substitution and
mixing block substitution, which substitute three or more
blocks (preceding blocks, present block, and next blocks)
with non-zero random blocks.

Z5-1 is efficient for block processing systems yet not so
useful in a stream cipher system, because a stream cipher
works on the bit-operation principle (exclusive-ored), where-
as Z5-1 is a block operation in a block detection method.
For bit-serial detection the block variables are defined to
increase the bit-wise as follows :

Let :

® Pi(pi iy, -, Di_nsy) be the ith n-bit plaintext vector

block

® K; (kiki_1,*, k;_nt) the ith n-bit keystream block

® C; (cicii1, >, Ci—ns1) the ith n-bit ciphertext block

® Qi(giqgi1, qi-ns1) the ith n-bit recovered plain-
text block at the receiver

e 0 (0,0, -+, 0) the n-bit 0 vector ( 7> 2n).

The block size is

e I’ k+1 ‘l
2
where [ x1 denotes the maximum integer which is not
over x.

Z5-2 can be described based on the following assumptions
and algorithm.

2.1 Assumptions

1. A redundant bit insertion or deletion at the sender is
not permitted. (This is because it is difficult to control
the clock rate in an intermediated synchronous stream
cipher system.)

2. It is not permitted to present k-bit consecutive zeros
in plaintext (checking in serial time, not block inter-
vals).

3. Cryptographically strong keystream sequences must be
used in the system.

22 ZS-2 Algorithm

Sender :
1. Put plaintext bit p; and ciphertext bit p; & &; in two

n-stage shift registers respectively, and shift four
registers (Pi, Pin, Pi ® Ki, Pi-n ® Kin).

2. Check two n-bit vector P; = 0 or P; © K; = 0.

3. If Pi 0, P: ® K; =+ 0, the output is the previously
buffered 1-bit ciphertext,

Cimon=Di-2aD ki-2,

otherwise if P;=* 0, P; D K;=0, the output is the
previously buffered n-bit vector,

Pin(= i pPicu-1,Dien-2."""s Diz2ns1)
otherwise if P; =0, the output is three n-bit vectors,

Pi-n, Pi and Pin

Receiver :

1. Put ciphertext bit ¢; and plaintext bit ¢; ® &; in two
n-stage shift registers respectively, and shift four
registers (Ci, Ci-n, Ci ® K;, Ci-n ® Ki-p).

2. Check two n-bit vector Ci=0 or C; ® K;=0.

3 Ci*0, C;®K,;*0, the output is the previously
buffered 1-bit plaintext,

Di—3n=Ci~on D ki—ga

otherwise if C;* 0, C; D K;=0, the output is the
previously buffered n-bit vector,

Ci-n = Pi-n (= Pic s ivnet, Dienez, "2 Diz2ns1)
otherwise if C; = 0, the output is three n-bit vectors,

Ci-n = Piy, Ci = P; and Cisn = Pin

Theorem 1. Under the condition that it is not permitted
to present k—bit consecutive zeros for a plaintext in a syn—
chronous stream cipher, the ZS-2 algorithm limits the output
of consecutive k-bit zeros at the sender and then (excluding
channel error) accurately recovers the plaintext at the re-

ceiver.

Proof.
D IP;*0and P;BK;=0, then c;o,=pi—, ® ki, is
transmitted to the receiver. As a result, the receiver
output 1S q—n=Ci-n @D bi-n=(0;i-, D li_,) D k,_,=



=p,-, and the plaintext is completely recovered.

(i1) When detected, only P; ® K; =0 (P; % 0 and P; = K),
and then Ci-1 = Pi-1 @ K-y and C; = P; are transmitted
to the receiver. As such, the receiver detects C: P
Ki=P; ® P;=0 and then outputs Qi-1=Ci-1 D Ki-1
=Pi-1 @ Ki-1 ® Ki-1 =Pi-1 and Q-1 = C; = P; and the
plaintext is completely recovered.

(iii) When detected, P; =0, Ci-1 = Pi-1, Ci = Pi, Civ1 = Piny
are transmitted to the receiver. Then the receiver
detects Ci=0 and outputs Qi-1=Ci-1=Pi-1, Qi=C;
=P;, and Qi+1 = Cin1 = Piny, such that the plaintext is
completely recovered.

(iv) When detected, P;-1 =0 and P; = 0, ZS-2 outputs Ci1
=Pi-1 and C; =Py, therefore, the output of Z5-2 at
the sender cannot permit k (= 2% —1 or 2% )-bit con—

secutive zeros based on the assumption that,

=[5 ]

and k is a positive odd or even number (selected from the

system characteristics).

2.3 New ZS-3 algorithm

Z5-2 has various good properties, including the omission
of block synchronization, easy implementation, etc., yet a
weakness in channel error propagation. Accordingly, this
study minimized the bit-wide substitution in the substitution
blocks in an attempt to improve the degenerated error
property in a noisy channel. The proposed algorithms at the
sender and the receiver are as follows:

Sender (see Figs. 1 and 2):

1. Put plaintext bit p; and ciphertext bit p; @ %; in two
n-stage shift registers respectively, and shift four
registers (P;, Pi-n, P; ® K, Pi-n ® Ki-a) (Fig. 1).

2. Check two n-bit vector Pi=0 or P; ® K;=0.

3. If P: ¥ 0, P; ® K; ¥ 0, the output is the previously
buffered 1-bit ciphertext,

Ci—gn=Di-2n D ki—a

otherwise if P; %+ 0, Pi® Ki=0, the output is the
previously buffered n-bit vector,

Pion (= Dic s Dic 1, Dien—2,"""s Dicon+1 )

otherwise if P; =0, the output is three vectors, P’i-n,
Pi and P’iw, totally (u+n+v)-bit substituted.

1
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Where block P'i-n (fig. 2) consists of the first {( n - u )-bit
subblock of the ciphertext block, Pi-n @ Ki-n, corresponding
to the start bit to the last ‘1’ in block Pin and the last
(remained) u-bit subblock of the plaintext block, Pji-n,
contained with the boundary ‘1’. Plus block P’in consists
of the last ( »— v )-bit subblock of the ciphertext block, Pin
Ki+n, corresponding to after the first ‘1’ to the end of block
Pin and the first (remained) v-bit subblock of the plaintext
block, Piwm, contained with the boundary ‘1'.

Receiver (see Figs. 1 and 2) :

1. Put ciphertext bit ¢; and plaintext bit ¢; ® &; in two
n-stage shift registers respectively, and shift four
registers (Ci, Ci-n, Ci ® Ki, Ci-n @ Ki-n) (Fig. 1.

2. Check two n-bit vector C;i=0 or C; ® Ki=0.

3. If Ci* 0, C; © K;:* 0, the output is the previously
buffered 1-bit plaintext,

Di-2n=Ci—2n D kisn

otherwise if Ci* 0, C; 8 K;=0, the output is the
previously buffered n-bit vector,

Cin=Pin Cpinbin1.0i-n-2."" Di2ns1)
otherwise if C;i =0, the output is three vectors, C'i-n,
Ci and C'im, totally (u+n+v)-bit substituted.

Where block C’in (fig. 2) consists of the first (n-u)-bit
subblock of the plaintext block, Ci-n © Ki-n, corresponding

Sender:

Keystream
bit k,

T

Plaintext __

ot P, K, }_.[ P, @K, }———;
e
Switch select [ Output

controller
[T [l (oo

bit

|

Regelver:
Keystream
bit k;

Ciphertext
it o, c oK, l——-| c..OK,, l_—’o
0 detection dett
Switch select [ Qutput
[ jon_}

det2 | controller
T [o=] Coisaaiding |

# Switch controller : if det2 =1, select SW=1 and output n+tu+v bits
else if detl =1, select SW=1 and output n bit
else, select SW =0 and output 1 bit
¥ u, v searching : refer to (fig. 2).

(Fig.1) 7S-3 algorithm.
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to the start bit to the last ‘1’ in block Ci-n and the last
(remained) u-bit subblock of the ciphertext block, Cion,
contained with the boundary ‘1’. And block C'i+a consists
of the last (n-v)-bit subblock of the plaintext block, Cin
@ K, corresponding to after the first ‘1’ to the end of block
C i+ and the first (remained) v-bit subblock of the ciphertext
block, Cisn, contained with the boundary ‘1.

n=8 n=28 n=8
[ opopopop |[ pppppp10 |[ 00000000 || 001pppRR || popoop0D |
Pion Pi, P, iy Pizn
r ccceceece I | cceeceee | I €ceeecee | I cceececec J | cceeecce l
Pron®Kize Pia®Kiew  Pi®K  Pia®Kiw Pirta® Kioze

I ceceeecee l[ pppppp10 H 00000000 H 001ppppp ” ccccccch

Ci-za I‘C.f,.=P.-.. Ci=P; Citn=Pira K Piian

r 3n-bit substituted !

(a) An example of substitution in ZS-2

n-u=6iu=2 n=28 v=8in-v=5
] PPPPPPPP JF pppppp10 IWOOOOOO H 001ppppp ” PPPPPPPP ]

Pi-2a Pin Py Piia Piran
I cecceecce | [ cceeeeece I l ccecececce ’ [ cceceeece J I ceeeccee l
Piiza @ Kiza Pica®@Kioy P;®K; Pisn @ Kiva Piszn @ Kiva

’ cceeeeee Jmcccclo “ 00000000 ” 001ccccd| €ceeeeee |

Ciozx Ciov=Pis c,=pP; Cisa=Pirn Piras

I )
™+ u+v = 13-bit substituted '
{n+2<n+u+v £ 3n)

(b) An example of substituted in zs-3
(Fig. 2) Examples of substitution comparison (n=8,u=2,v=3).

Theorem 2. Under the condition that it is not permitted
to present k-bit consecutive zeros for a plaintext in a syn—
chronous stream cipher, the Z5-3 algorithm limits the output
of consecutive k-bit zeros at the sender and then (excluding
channel error) accurately recovers the plaintext at the re-

ceiver.

Proof.

(i) P: * 0and P; @ K; * 0, then ¢;=p; @ #k;is trans-
mitted to the receiver. As a result, the receiver output
is gi=c; D ki=(p; D k)D® k;=1p;, and the plaintext
bit is completely recovered.

(ii) When detected, only Pi © Ki = O0P:i*0and P; =
KJ), and then C; = P; are transmitted to the receiver.
As such the receiver detects C; @ Ki=P; ®P;=0
and then outputs Q; = C; = P;, such that the plaintext
block is completely recovered.

(iii) When detected, P; =0, three plaintext blocks (two
partial), Ciza=P’i-n, Ci=Pi and Cin=P'isn, are
transmitted to the receiver. Then the receiver detects

Ci=0 and outputs Qi-n=C'i-n=Piq, Qi=Ci=P;
and Qi+ = C'in = Pisn, as such the three plaintext
blocks are completely recovered.

(iv) When detected, Pi-» = 0 and P; = 0, ZS-3 outputs Ci-a
© =P;iq and C; = P;, therefore, the output of ZS-3 at
the sender cannot permit k (= 2»—1 or 2#)-bit
consecutive zeros based on the assumption that,

-4

and k is a positive odd or even number (selected from

system characteristics).

Because the ZS-3 algorithm, an improved version of ZS-2
in serial detection/partial block substitution, includes partial-
bit substitution of the front and rear blocks of all zero-bloc-
ks, it minimizes the bit-error propagation in the channels.
Based on experimental results, ZS-3 can reduce the bit error

propagation from 3n-bit to («+n+v)-bit, u+n+ov<3n.

3. Analysis -

Occasionally there will be an n-bit error propagation due
to a channel bit error from the substituted block. The total
error rate of ZS-1 or ZS-2 [4-5] can be simulated as follows.

Pe(ZS—D=(m@2 m{1-(1—-B"}+B 1
Pe(Z5-2=m2 " {1-(1-B"}+B V)

, where B is BER (Bit Error Rate in channel).

The error propagation property of ZS-3 is similar to that
of ZS-2, however, it also differs in that the first/last block
is substituted by v or v ( < » ) bits instead of n bits in a
triple block substitution. The bit error propagation rate is
varied based on the parameters (u, v, etc.). Let P, be the
probability of missing the detection of a substituted block
when a single block substitution occurs at the sender, P,p
be the probability of missing the detection of a substituted
block when a triple block substitution occurs at the sender,
Pr be the probability of a false-detection of (similar)

unsent single substitution blocks at the sender, and P r; be

the probability of a false-detection of (similar) unsent triple
substitution blocks at the sender. For a large n ( >6) the
total bit error propagation rate, Pz, can be computed by the

following :



P, = {the probability that the substituted single blocks
occurred at the sender} X {the missing probability
that the substituted single blocks were not detected
by a channel error} X {the mean number of error
propagation bits from a channel error in the block}

=21 -=-B"X#/2)
=@ "H1-0-B7

P, = {the probability that the triple block substitutions
occurred at the sender} X {the missing probability
that the substituted triple blocks were not detected
by a channel error} X {the mean number of error
propagation bits from a channel error in the blocks}

={(1+U/m) @2 "H1-1-B"{#n/2)
={1+/m}P sy

P, = {the false detection probability that the substituted
single blocks occurred due to an unsent channel error
at the sender} X {the mean number of propagation
bits from a channel error in the block}

={1-1-B"C2 "N n/2)
=@ H1-0-B"

P r5 = {the false detection probability that the substituted
triple blocks occurred due to an unsent channel error
at the sender} X {the mean number of the propaga-
tion bits from a channel error in the blocks}

={1+W/n)) 2 MH1 -1 - B "}3x/2)
={1+4/m)}3P

PE =PM1+PM3+PF1+PF3+B
={4+@/m)}Py+B
={(w2D)+1{2 " ?H1-1-B"}+B

(Table 1) Total error rate of ZS for variable n (at BER=10%)

n| P @s-D Pr (Z5-2) Pr (Z5-3) };‘;goz{;)‘i
6 | 15632498 x 10 | 32529091 x 10™ | 25019994 x 10| 230
7 | 1.3833208 x 10°| 25332834 x 107 | 18761619 x 10°| 259
8 | 12503307 x 107 | 20013229 x 107 | 16258268 x 10° | _187%
9 | 1.1584116 X 10™ | 1.6336465 X 107 | 1.3520258 X 10°| 173
10{ 1.0977844 x 107 | 13911378 x 107 | 12346827 x 10° | 11.2
1110591593 X 10% | 1.2366372 x 10° | 1.1290748 x 10 8.7
12| 10352020 x 10 | 1.1408082 x 10 | 1.0821381 x 10 52
13| 1.0206566 X 10° | 10826266 x 10 | 1.0444912 x 107 36
14| 10119783 x 10® | 1.0479134 x 10 | 1.0273791 x 107 20
15| 10068753 x 107 | L0275012 x 107 | 1.0146673 x 107 1.3%
16 | 1.0039112 x 10™ | 1.0156450 x 107 | 1.0088003 x 10 06
20| 10003819 x 10° | 1.0015278 x 10° | 10008403 x 107 0.1
25| 1.0000186 X 10° | 1.0000746 x 10 | 1.0000388 x 10° 0
31| 1.0000004 X 107° | 1.0000018 x 107 | 1.0000009 x 107 0

Based on the results of the computer simulation, the total

)
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bit error rates for the three types of ZS at B=10-5 were
as shown in <table 1>. In addition, the functions were super
—decreasing by n and exhibited good channel bit error

properties when selecting a large n.

{Table 2> Total error rate of ZS for variable BER (k=15, n=8)

BER Pe (ZS-1) Pr (ZS-2) Pz (Z5-3)
10 | 11779790 x 10' | 17119160 x 10" | 1.4449475 x 10*
107 | 12414228 x 10%| 19656913 X 10% | 16035570 x 102
10° | 12491268 x 103 | 19965071 x 10° | 16228169 x 107°
10 | 12499125 x 10* | 1.9996500 x 107 | 1.6247813 x 10*
105 | 12499912 x 10° | 19999650 x 10° | 16249781 x 10°
10% | 12499991 x 10° | 19999965 x 10° | 16249978 x 10°
107 | 12499999 x 107} 1.9999997 x 107 | 1.624999%8 x 107
108 | 12500000 x 10°®| 20000000 x 10° | 16250000 x 10°®
10° | 1.2500000 x 10°| 1.9999999 x 10° | 1.6250000 x 10°°
10%° | 1.2500000 x 10| 20000000 x 10 | 1.6250000 x 10

<Table 3> is a summary of the current proposal. The ZS
method reduces the occurrence of long consecutive-zero se~
quences in encrypted data used in a stream cipher. As a re-
sult, the receiver clock can be easily recovered, while main-
taining the cryptographic security of the underlying stream
cipher. ZS-1 uses a block detection method, whereas ZS5-2
uses a precise serial block detection method. Therefore, ZS5-1
requires block synchronization at the start and end of each
block, while ZS-2 does not. In terms of hardware implemen-—
tation, ZS-2 is simpler than ZS-1 because of the omission
of block synchronization.

In contrast, the proposed ZS-3 algorithm is a revised
version of Z5-2, which although easily applied to a stream
cipher, also includes a heavy error propagation property. In
particular, when applying ZS-2 to a T1 carrier system at
n=28or k=15 the BER is approximately 2 times higher than
that of ZS-1, however, under the same conditions ZS-3

P_ 758-2

—a— 75-3 |

:

AR

Error Probability

0.000015

0.00001

0.000005

10111213 3

n
(Fig. 3) Bit error rate of ZS algorithms for variable 7 (BER=10"%)
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produced a more acceptable BER that was only 1.625 times
higher than that with ZS-1, that is, an 18.7% improvement
on 7ZS-2 as shown in (fig. 3) (also <table 1>~ <table 3>).
Without ZS algorithms, the mean numbers of a keystream
synchronization error resulting from excessive zeros in a
synchronous stream cipher system are rapidly increased due
to the number of transmitted data or by decreasing the
k-parameter of the ZS algorithm. In contrast, this will be
zero or null when applying a ZS algorithm.

{Table 3> Comparison of ZS-1 through 75-3

Items 75-1 ZS5-2 and improved ZS5-3
. Block detection : detects all- Sena'l detection: detects "?H_
Detection . . zero input blocks by checking
method | 2670 nput blocks by checking |y ¢ oot interval with block
block interval with block size Sizes
Block
synchro~ | Required Not required
nization
System clock Men .applymg a.syn.chronous str.eam cipher to a ;.301nt~.to.—
recov point link encryption in a T1-carrier system, there is a limit
Y| of 15 or more consecutive zeros in the ciphertext at the sender.
Z5-2 is larger than ZS-3.
Error Z5-3 produces an 18.7% im-
propaga- | Smaller than ZS-2 and ZS-3 ; ~
tion property provement over ZS-2 at n=8
prope or k=15
Implemen— More comglex than ZS-2 and Simple and easy for hardware
tation 7S-3 (available for software . X
. . . or software implementation
complexity | implementation)

4. Conclusion

This paper proposed a new algorithm, ZS-3, as an updated
version of ZS-2, which although easily applied to a stream
cipher also includes a heavy error propagation property. Ba-
sed on experimental results, the application of ZS-2 to a T1
carrier system at n = 8 or k = 15 increased the BER (bit error
rate in channel) to approximately 2 times that with ZS- 1,
however, under the same conditions the use ZS-3 produced
a more acceptable BER that was only 1.625 times higher than
that with ZS-1, that is, an 18.7% improvement on ZS-2.

Furthermore, in terms of hardware implementation, ZS-3 (al-
so ZS-2) is much simpler than ZS-1, because of the omission
of block synchronization.
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