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In this work, we present a novd approach to the bit
alocation problem that aimsto minimize overall distortion
ubject to a bit rate congraint. The gptimal solution can be
found by the Lagrangian method with dynamic
programming. However, the optimal bit allocation for
block-based interframe coding is practically unattainable
because of the interframe dependency of macroblocks
caused by mation compensation. To reduce the
computational burden while maintaining a result close to
the optimum, i.e, near optimum, we propose an alternative
method. Firs, we present a partitioned form of the bit
alocation problem: a “framelevd problem” and “one-
frame macroblockdevd problems” We show that the
solution to this new form is alo the solution to the
conventional bit allocation problem. Further, we propose a
bit allocation algorithm using a * two-phase optimization
technique” with an interframe dependency mode and a
rate-distortion mode.
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[. INTRODUCTION

Bit allocation is one of the fundamental issuesin lossy image
and video coding. Bit alocation is generally represented as
minimizing overall distortions within a given bit budget. A
quantizer decision for block-based DCT coding and frame bit
assignment for image sequence coding are typical examples of
the bit allocation problem.

Studies on bit alocation can be classified into two types:
one is for real-time applications that emphasize fast
computation [1]-[6], and the other is for finding the optimal
result for bit alocation [7]-[12]. The methods under the first
type, which are used in practical video storage and
transmission applications, mainly rely on assumptions that are
based on empirical results. Though they are widely used for
their computational efficiency, the theoretical bads of the
methods is not fully supported. The methods under the second
type regard bit alocation as a constrained optimization
problem assuming noncausality (i.e., the whole input image
sequence is known), whereas methods of the first type do not.
These optimization-based approaches require a much higher
computational burden than the first type and are not
appropriate for realtime applications mainly because of the
noncausality and computational expense. Nevertheless, they
are worth being tackled because we can acquire valuable
information about the performance of a video coding system.
In addition to this, we can also use the optimal result as a
benchmark for assessing performance and as a basis for
developing new bit allocation methods.

For optimization-based bit allocation, Lagrangian optimization
with the Viterbi agorithm (we call this the “ Lagrangian-Viterbi
method” in this paper) is widely used [7]-[9]. However, in
general block-based interframe video coding systems, such as
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H.261 [13] and H.263 [14], Lagrangian optimization becomes
formidebly complicated as the number of input frames
increases. The find result of the bit dlocation is a set of
quantizers for macroblocks. For interframe video coding, there
are too many possible branches in the trdlis construction for
the Viterbi dgorithm. This is mainly due to the inter-
dependency among macroblocks caused by motion estimation
(ME) and mation compensation (MC). Because of this huge
quantity, it is practicaly impossble to apply the Lagrangian-
Viterbi method to the bit alocation of interframe coding, o
previous bit dlocation studies were redricted to cases of
smplified video coding, such asintraframe only coding or one-
quantizer for dl macroblocksinaframe.

In this paper, we propose a new hit dlocation method which
is optimizaion-based and applicable to interframe video
coding systems. The proposed method can obtain aresult of bit
dlocation that is near optimum with a comparatively lower
computationa burden than the Lagrangian-Viterbi method. We
decompoaose the conventiond form of the bit alocation problem
into two levds a “framelevd problem” and “one-frame
macroblock-levd  problems” For the macroblock-leved
problems, we use the conventiond Lagrangian-Viterbi method,
and for the frame-levd problem, which possesses the main
obgtacle in conventiond methods (the inter-dependency caused
by ME and MC), we propose an dgorithm thet utilizesa“two-
phase optimization technique® [18] with an interframe
dependency modd and arate-digtortion modd.

This paper isorganized asfallows In section 1, we present a
partitioned form of the bit alocation problem. In section 111, we
provide some basic concepts on the two-phase optimization
technique. In section 1V, we propose a it alocation agorithm,
and dmulaion results are provided in section V. Findly,
concdlusionsaregivenin section VI.

1. PARTITIONED FORM OF THE BIT
ALLOCATION PROBLEM

For an image sequence of N frames and M macro-
blocks in one frame, the bit dlocation problem is defined asa
condrained optimization problem that minimizes overdl
digtortion subject to abit-budget congraint:

minimize ZN:id(i,j) (1a)
Wjet0 Y (i, )< Rupe . (1)

i=1 j=1

where r(i,j) and d(i, j) aetheraeand digortion for the
j-th macroblock of the i-th frame, respectively, and R, 1S
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the totd bit budget. Under this expression, it is necessary to
handle NxM unknown varigbles Smultaneoudy in finding
abit dlocation reault.

Let's consder this conventiond expresson of the bit
dlocation problem from a different perspective. First, we
define R (i =1,---,N) whichstisfies(23) and (2b):

rh.0)<R 22
3R = R @)

Notethat R isthe number of assgned bits for thei-th frame
when the equdity of (28) holds and R isonly feasiblewhen
{rG,j):i=1---,N;j=1---,M} stiffies the bit budget
congraint (1b).

Next, wedefine D, (i=1---,N) as

D, :min{M d(i,j)} subject to ir(i,j)s R, d
j=1 j=1
where min{}] isafunction that returns the minimum value of
an argument. Notethat D, isthe minimum sum-of-distortion
of the i-th frame when the sum of assgned bits for the i-th
frameisegud toor lessthan R .

Using the two newly defined variables, we propose a new
form of the bit dlocation problem, and we will show that the
solution of the new form is dso the solution of the
conventiond bit alocation problem.

Partitioned form of the bit allocation problem:

For a given video sequence and bit budget R, , find
{rG,)):i=1---,N;j=1---,M} suchthat

N N
mnmze Y D, subjectto Y R <Ry (43

i=1 i=1

M

zr(i,nsa}. @)

=

where D, = min{id(i, )]

Note that min{ [] C} isa function that returns a minimum
value on a certain condition C.
To show (1) and (4) arethe same, we gart from considering
N
the condraints of (4a) and (4b). Combining ZR < Rjiga
M i=1
of (4@ and D r(i,j)<R (i=1--,N) of (4b), weobtan

=1
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iir(i'j)SRbudget! (6)

which isidenticd to (1b). Therefore, the congraint parts of (4)
and (1) arethesame.

Next, l&'s conddar the objective pats Asume tha
D/ (i=1---,N) is the minimum vaue of (4b) for abitrary
R (i=1---,N), ad le {d'(i,}):i=1---,N;j=1---,M}
ad {r'G,j):i=1---,N;j=1---,M} be the digortion axd
rae of eech macroblock coregponding to D) and R,
repectivdy. Then, D/ and R stify

D;:mm{id(i,j)

=1

=1 j=1

ir(i,j)sa}:id'(i,j), (73
)

Substituting d'(i, j) and r'(i, j) into the objective part of
(49), weobtain

:ZD :géd'(i,j). ®

N
From (8), we can see that the minimization of Z D, eguds
the minimization of >3 d(i,}). and (8) is s the sameas
(1a). Therefore, it is dire that (4) is an dternative form of the
conventiond bit alocation problem, and the solution of (4) is
dso the solution of (1).

In the above, we provided a partitioned form of the bit
dlocation problem and showed that the solution of the
proposed form (4) is the same as the solution of the
conventional bit allocation problem (1). While the
conventiona form is expressed a a macroblock-levd, (4) isa
partitioned representation: the frame-level dlocation problem
(4a) and the one-frame macroblock-level problem (4b). The
benefit from considering the bit dlocation problem as (4) is
the reduced number of unknown variables. Handling bit
dlocation in the form of (1), it is necessary to handle NxM
unknown variables a atime. However, regarding the problem
in the form of (4), the number of unknowns becomes N for
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(4d and M for (4b). Thisdlows usto achieve a sgnificant
computetiona economy.

1. TWO-PHASE OPTIMIZATION METHOD

Before we daborate on the proposed dgorithm, in this
section, we provide a brief introduction to the two-phese
optimization method that is used in the proposed dgorithm.

The condrained optimization problem [17] is defined as
follows

Minimize f(X) subjecttocondraints

h(x)=0,--,h,(X) =0, ©)

where f and g; are functions of 0" and the h/’s ae
functions of O"for m<n. To find the solution to the
problem, Maa and Shanblatt [18] introduced an optimization
method. The drength of their method was that it can resolve
the infeedibility thet is inherent in the conventiond gradient
method. Their goproach consisted of two phases:

1) Frst Phase(for O0<t<t,):

(9=-01 (-5 Y. (900, (% + > h, (h (X)} (10

where t, is a predeermined switching time, < is a
sufficiently large positive real number, and g;” = max(0,g;) .

2) Second Phase (for t =t,):

(=08 (9-| 308, (Rlear (9+4)

+ Zm:Dhj ()?)(sle X +u, )} 1)

i=1
where A =&y, i, =¢Bh,, and ¢ isasmdl postive
condant.

According to the pendty function theorem [17], the solution
of (10) is not equiveent to the minimum of f(X) unlessthe
pendty parameter s goes to infinity. Thus, the use of the
second phase optimization isrequired for any finitevalueof s.
The pendty function theorem is illugtrated for an informative
purpose asfollows

Penalty Function Theorem: Let {s}, bea non-negative,
drictly increasing sequence tending to infinity. Define the
function L(s,X) as
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Let the minimizer of L(s,X) be X, . Then any limit point of
the sequence {X}; is an optimal solution of (10).
Furthermore, if X, - X and X is a regular point, then
Sﬂ<gi+(ik)*/]i and S'khj)r()—(k)—’:uj are the Lagrange
multipliersassociated with g; and h, , respectively.

The system (12) is in equilibrium when g'(X)=0,
h(X)=0, A>0, and Of +) 0gA +szhj,uj =0.
This satisfies the optimality conditions of the Kuhn-Tucker
theorem [17], and an equilibrium point of the two-phase
network is the precise globa minimizer to a convex
program.

V. PROPOSED BIT ALLOCATION
ALGORITHM

The conventional bit allocation problem (1) is an integer
programming problem with a nonlinear cost function and
nonlinear congtraints. One approach that has been proven to
be useful isthe Lagrangian-Viterbi method [ 7]-[9]. However,
as previoudy mentioned, the Viterbi dgorithm is practicaly
ingpplicable to the bit allocation of interframe video coding
systems, mainly because the number of required nodes for
the Viterbi dgorithm increases drasticdly as the number of
input frames increases. In this section, we propose a novel
method based on the partitioned form of the bit allocation
problem (4).

1. One Frame Macroblock-L evel Bit Allocation: (4b)

Once R is determined, (4b) finds the rate of esch
meacroblock  {r(i,j):j=L1---,M} in a frang which
minimizes D, . Eq. (4b) can berewritten as

minimize id(i,j) subject to ir(i,j)s R. (13

=1 i=1

Thisis dso abit dlocation problem. For standardized video
coding systems such as H.263, there are 31 possible quantizers
for each macroblock. In applying the Lagrangian-Viterbi
method, it is necessary to condruct a trdlis diagram whose
gage number is the totd number of macroblocks in a frame,
and each dage should have 31 nodes Fortunatdy, the
computational capecity of modern computers is powerful
enough to accommodate this complexity. Therefore, we dso
use the Lagrangian-Viterbi method in solving the one frame
macroblock-levd problem (4b).
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2. Frame-Levd Bit Allocation: (49)
The frame-levd hit alocation problem, (4a), isa congtrained
optimization problem when
%=[R, R, Ry["

f(i):%iDi

.09 = [ 2R R |
92(7() =R -R™, gs(i) = Rllower -R

9z (%) =R —R™,0,.,(%) =R™ -R

Uon (%) = Ry R, g, (X) = R™ -R,, (19

where R™ and R™ are the lower and upper limits of
R; foringance, R can't be a negdtive value and can't be
larger than R, - Hence, we can use the two-phase
optimization method, which was provided in section Ill, in
findingoptima X =[R,R,,--,R,]".

In gpplying the two-phase optimization method, i.e, to
search for a solution by (10) and (11), we need the gradient of
f(X) and g(X).Based onthedefinitionof g(X), Og,(X)
becomes

o, (X) = }l/\l [4,- ,jJT
Ug,, (X):[O,"-,O, l(r—th)!oa"’yO]T
Dng+1()a() = [O, ’O’_l(r—th) ,O,--- ,O]T (r = l’, N)

(15

Because D, is a function of R,R,,---,R, Of(X) is
determined as

[&op,/ | [9D.,0D,, 0Dy, 0D |
2| |RTRTTR TR
9D 9D, , 0D, 0Dy
le %Rz 0R2+6R2+ +6R2
Df(>”<)=i N =1 oD aD
N za%& N a—R33+---+aR’:
NaD:i a[E)N
2 %RN; i R, ]
(16)

The gradient of g(X) is a condant vector. However,
Of (X) is not feesble mathematicdly because D, is not
differentisble by R (i.e, R isaninteger vaue, 0 D; is
not acontinuousfunctionof R).

Weddfined D, asthedistortion of thei-th frame when the
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sum of assgned hits for the i-th frame is equd to or less than
R . On that account, we use a distortion-rate modd based on
the information theory [19] without loss of generdity. We
asumethet D, hasanexponentid rdationwith R as

D, =4;" H,(R) (178)
Hi(R)=a exp(-bR), (170)
where a, ad b ae abitrary condants and &7 is the

mean pixel variance of a motion compensated error between
thei-th origind frame and the previous recongtructed frame. In
addition to this, as away of taking into account the interframe
dependency caused by MC and ME intherdationof D, and
R, Cheng and e d. [20] proposed that &7 can be
represented as a linear combination of motion compensated
erorsas

67 =0’ +a, [D,_, +error (189
where ¢” is the mean pixd vaiance of a motion
compensated error between the current frame and the previous
origind frame, and a; is a scding factor. Introducing
&2 (= o? +error), we can rewrite (17) &

D, =(d +a, D) H(R). (18b)

oD,
Basad on (18h), we can express a—R‘ (N2j=2i=21) as

D, _ 52 OH.(R)
R ' OR
=-07 [& [b [exp[-bR]
., _ 0
a_R_ aR [ |+1 i+1(R+1)]
_% (0—|+l+a,|+1[]D i+1(R+1)] ( ‘ _U|+1+a|+1[]D)
= a [U|+1EH|+1(R+1)+ |+1EHi+1(R+1)DDi]
L OHL(RL) _
0’|+1|:|H|+1(R+1)d3— [ aR OJ
=a;H, (R)[-ID— where j >i. (19
OR G
Therefore, with siitéble a, b and a, (i=1---,N),

which are unique for an input frame, we can determine
Of (X) .
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3. Proposed Algorithm

We have explained the underlying idees and the details of
how we can use the two-phase optimization agorithm for our
purpose. Now we present the proposed dgorithm for the bit
dlocation of interframe video coding.

Sep 1: Encodethefirg frame of theinput sequence as1-frame
(snceweare only concerned about the bit dlocation of P-frames
we don't present any coding drategy for the firgt frame).
Determinethe bit budget R, Of theremaining P-frames

Sep 2: Initidizaion:

@St 0.

(b) Initidize the vaues of R (i=1---,N). The initia
R (i=1---,N) mus satisfy (2b) with the given bit budget
Ry aNd be a feasble vaue within the boundary of the
minimumand maximumof R .

Sep 3. From the firg P-frame (i =1) to the lagt frame
(i = N), determine the parameters be ow:

(@ a, and &7 : For an abitray vdue of R_,, we can
obtan the coresponding D, and &7 by goplying the
Lagrangian-Viterbi method. If wevary R_, , wecanobtainasst
ofdaa D, ad J7.Bassdontheedaa a, and g’ can
be determined by gpplying aline-fitting method to (18a).

() R™ and R™ : These vdues ae the posshble
minimum and maximum vaues of R . The values should be
the boundary of a reasonable range where the modeing error
of (18b) islessthan acertain vdue.

(© & ad b: Vaying R bewen R™ and R™,
we can obtainthe pairsof data R and the corresponding D, .
With the pairs of daia, a and b can be determined by
applying acurvefitting method to (17a).

Sep 4 Determine the gradient of f(X[t]) based on (16)
and (19).

Sep 5: Update R (i = N) by integrating (10).

Sep6: A t ~ t+1 adcdodae f(X[t+1).1f t exceads
a preddamined switching time t, o the vdue of
[f(x[t])- f(X{t+1) is smaler than a pre-determined
threshold velue T, for successve N,, times the
procedure proceedsto the next step. Otherwise, go to Sep 4).

Sep 7: Initidization for the second phese search: =t
A <0, i=1---,N.

Sep8 S sding fadtors’ ¢

- ([(=1-N) @

= Thescdingfactors €, arefor updating /]i inthe next gep. In goplying the
two-phase optimization agorithm to multivariable heavily constrained
optimization problems, an optimization processis often dominated by one
congraint function if aproblemisill-conditioned —i.e,, acongtraint function isof
adifferent magnitude or changes morergpidly than the other condraint functions
or the objective function. In order not to be dominated by asingle constraint and
to makethereult lesssendtiveto theinitiad choice of parameters, scaling eech
congraint isgeneraly used.
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1Bt ()] = e [Og, ()]

Sep 9: Update A (i=1--
Alt+1] < Aft]+e03g” [,

Sep 10: By integrating (12), update R (i =1,---,N).

Sepll Set t ~ t+1 and examine the variaion of f(X)

aswedidinthefirg phase If the varigtion is andler than apre-
determined  threshold vaue T,,, for successve N, 4

iterations, proceed to the next procedure; otherwise, go to step 8).
Sep 12: Conddering the result obtained by the above depsasa
new initid vlueof R (i =1---,N) , iteratethe proceduresfrom
gep2) until f(X) convergestowithin the user-defined limits.

,N) as

V. SMULATIONS

We damed that the proposad dgorithm could obtain resuits
which are dose to the optimum. If the modds provided the exact
rdation beween D, and R, the proposed agorithm could
guarantee the optimdity. However, because there are certain erors
in practicd Stuations thereis aggp between the optimum and the
obtained reaults. In this saction, we first show by smulaions how
the propasad dgorithm can find a solution dose to the optimum.
In ddition, we provide bit dlocation results obtained by goplying
the proposed dgorithm to aninterframe video coding.

Thereare severd parametersin the dgorithm. We set themin

our smulationsas s =200, £ =0.1, dt =0.0005, t, =1000,
T =T, =10°,ad N, =N, =100. These parameters
can be assgned other vaues, but they aretypica vauesfor the
two-phase optimization. For the vaues of 67 and o7, we
use the mean squared error of the motion compensated error.
Tofind a, and &> in the step 3-a), we use the Chi-square
fitting [22] method upon the data, which are obtained by the
same procedure as in [201—i.e, gpply dl possble quantizers
(eg., 31 quantizers for H.263 [14]) to the (i-1)-th frame for
obtaining the data pairs of D,, and 7. The Chi-square
fitting is dso0 used for & and b in gep 3-¢). For the
integration in seps 5) and 10), we use the 4th order Runge-
Kutta method [22]. Ladly, for the iteration in step 12), we
iterate al the steps until the mean PSNR of the recongructed
images convergesto within 0.01 dB for five successvetimes.
In our first smulation, we compared the bit dlocation results
obtained by the Lagrangian-Viterbi method with the results by
the proposed method under a condition where there was no
interframe dependency. If there is no interframe dependency,
the Lagrangian-Viterbi method can find the optimd result. The
purpose of this smulation was to show how close to the
optimum the results by our proposed method would be. The
less the difference between two results, the more we can trust
the proposed method. The smulation resultsare summarized in
Tables1 and 2. For the QCIF “ Stefan” and “Mobile’ sequence,

Table 1. The mean PSNR difference between the Lagrangian-Viterbi method and the proposed method: the case of “ Stefan” sequence.

Bit budget Mean P_SNRbyth_e Mean PSNR by the PSNR difference of
[bpo] Lagragian-Viterbi proposed method thetwo results
method (psnrl) [dB] (psnr2) [dB] (psnr1-psnr2) [dB]
0.70 26.339071 26.315758 0.023314
0.75 26.761526 26.751970 0.009556
0.80 27.165047 27.149363 0.015684
0.85 27.557985 27.557985 0.011982
0.90 27.942375 27.927332 0.015043
0.95 28.313541 28.292801 0.020741
1.00 28.674675 28.664642 0.010033
1.05 29.022474 29.009039 0.013435
110 29.362230 29.341034 0.021196
115 29.698000 29.676435 0.021564
120 30.024433 30.005772 0.018661
125 30.343206 30.334949 0.008257
130 30.657316 30.641047 0.016270
135 30.965660 30.946745 0.018915
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Table 2. The mean PSNR difference between the Lagrangian-Viterbi method and the proposed method: the case of “Mobil€’ sequence.

Bit budget Mei_an PSI_\lprthe Mean PSNR by the PSNR difference of
[bpp] Lagragian-Viterbi method proposed method the two results
(psrl) [dB] (psnr2) [dB] (psrl-psnr2) [dB]
0.70 23.323662 23.320374 0.003288
0.75 23.686844 23.678068 0.008776
0.80 24.008427 23.997320 0.011106
0.85 24.304201 24.290415 0.013786
0.90 24587582 24.574041 0.013540
0.95 24.860392 24.848860 0.011532
1.00 25.129765 25.119028 0.010736
1.05 25.391403 25.378090 0.013313
110 25.646585 25.638153 0.008432
115 25.898767 25.888924 0.009844
120 26.145823 26.135771 0.010052
125 26.384661 26.380175 0.004486
1.30 26.623035 26.610067 0.012968
135 26.864092 26.855268 0.008823

from frames 1 to 10, we obtained the mean PSNR of the
recongructed pictures assuming MPEG-1 Intra picture
coding®. We varied the bit budget from 0.7 bpp (bit-per-pd) to
1.35 bpp. The mean PSNR of the Lagrangian-Viterbi method
was aways bigger than the proposed method because it was
the optimum result. The maximum differences between the
two results were 0.021196 dB at the bit budget 1.10 bpp for
the “ Stefan” sequence and 0.013786 dB at the bit budget 0.85
bpp for the “Mobile’ sequence. As these results show, the
proposed method can find bit alocation results that are close
(within 0.03 dB difference in our smulations) to the optimum
results.

Next, we conducted a smulation to examine the fiddity of
the two modds, the exponentid rate-distortion modd (17) and
the interframe motion dependency model (18b). Once

R (i=1---,N) is determined, we can obtain D, cor-
respondingto R by the Lagrangian-Viterbi method. We call
this D, an “obtained” digortion with a given R. On the
other hand, the value of D, can be estimated using (18b)°.

2 TheMPEG-1 Intra.coding scheme can assign adifferent quantizer for each
mecroblock, and thisalowsthe use of the bit budget in afineunit. Any other
Intra-picture coding scheme could be used for the smulation.
3)Attheinstanoecsfca*ing D;, D;_; in(18b)isdready adetermined vaue.
We can dso determine the parameters Eiz, a; asgep3-3a), adthe
parameters a;, by assiep 3-c), respectively. Hence, using (18b) and with the
determined parameters, wecancdceulate D; foragivenvdueof R .
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Wecdl this D, a“cdculated” disortion. If the models show
the charecteristic of R and D, properly, the obtained
vaue and the caculated vaue should be the same (or very
close to each other a least). The purpose of the second
smulation was to see how close the two vaues were. We
assumed the case of H.263 [14] coding with the basic frame
dructure (i.e, I-P-P-P-...), and the trangmisson rate and
frame rate were set to 64 kbps and 10 frame/s, respectively.
The QCIF “Foreman” and “Coagt Guard” sequences were
used as the input sequence, and we let R be 6400 (=
64000/10) bits. Figure 1 shows the results of the comparison
between the obtained PSNR (solid lines) and the calculated
PSNIR (dotted lines). Asthe figure shows, the two lines move
smilarly and they are close to each other. Therefore, we can
certify that the models can effectively estimate the relation of
R and D,.

The above two smulations were mainly for demongrating
the appropriateness of the proposad method by experiments. In
this find smulation, we provide bit dlocation results by the
proposed method in H.263 video coding with the same frame
dructure as above (i.e, I-P-P-P-...) and show how much
improvement we can expect from the proposed method
compared to conventiona methods. In this smulation, we
compared three results the method in TMNG [21], a method
wecdl “TMNG6+Lagrangian,” and the proposed method.
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Fig. 1. Comparison between the obtained and calculated PSNR. Solid lines represent the obtained PSNR, and dotted lines

represent the calculated PSNR using the models.

Table 3. Comparison of the mean PSNR values obtained by each hit allocation method.

Mean PSNR under atransmission bit rate
Test image sequence Bit allocation method
24 kbps 32 kbps 48 kbps

TMNG6 31.8647 [dB] 33.0184 [dB] 34.5804 [dB]

Containership TMNG6+L agrangian method 32.0223[dB] 33.2280[dB] 34.8285 [dB]
Proposed method 32.8433[dB] 33.8708 [dB] 35.5031 [dB]

TMNG6 32.5394 [dB] 33.6780 [dB] 35.6311 [dB]

Hall monitor TMNG6+L agrangian method 32.6750[dB] 33.8481[dB] 35.8459 [dB]
Proposed method 33.3325[dB] 34.7059 [dB] 36.8164 [dB]

In the TMNG, a hit alocation method (rate control method)
is suggested, and this method is commonly used as a
benchmark. The method in TMNG is composed of two stages
the firg is for determining the amount of bits for a frame, and
the second isfor assigning quantizers for eech mecroblock ina
frame. Once the amount of hits for a frame is determined,
because the remaining seps can be regarded as the one-frame
macroblock-leved hit alocation, we can gpply the Lagrangian-
Viterbi method in assigning quantizers for macroblocks. Thus,
the TMNG6+Lagrangian method is compaosed of the method in
TMNG6 for determining the amount of frame bits and the
Lagrangian-Viterbi method for quantizer assgnment in each
macroblock.

Usng the QCIF “Containership” and “Hdl monitor” s

ETRI Journal, Volume 24, Number 4, August 2002

quences and varying the transmission hit rate to 24 kbps, 32
kbps, and 48 kbps for a frame rate of 10 frames/sec, we
compared the PSNR vaues of the recongtructed images. Table
3 shows the results. Between the TMNG+Lagrangian method
and the TMN6 method, we see dight improvement — about 0.2
dB. However, the proposed method produced about a 1 dB
improvement of the mean PSNR only by efficient bit alocation.
Fgure 2 shows the comparison of the PSNIR in a frame unit.
The solid lines represent the proposed method, the dotted lines
represent the TMNG6 method, and the dashed lines represent the
TMNG6+Lagrangian method. The proposed method shows the
best performance. We expect tha the reaults, such as the
assigned bits for each frame and the assigned quantizers for
macroblocks, obtained from the proposed method will be
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Fig. 2. The PSNR comparison of the results obtained by the proposed method (solid line), TMN6 method (dotted line), and the

TMNG6+Lagrangian method (dashed ling).

vduable information for the development of better bit
dlocation methods.

VI. CONCLUSON

In this paper, we proposed a nove optima bit alocation
method. Though the Lagrangian-Viterbi method is not suitable
for motion compensated interframe coding, the proposed
method can find a bit dlocation result thet is dose to the
optimum. We presented a new form of the bit alocetion
problem that is partitioned into a framelevd problem and
macroblock-level problems, and we proposed an dgorithm
using a two-phase optimization agorithm for the frame-leve
problem. Optima bit alocation results can be used in various
areas [23], [24] for the improvement of video coding
performance. Therefore, we expect that the proposed method
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can be used effectively in many rdated Sudies.
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