A Data Burst Assembly Algorithm in
Optical Burst Switching Networks

Presently, optical burst switching (OBS) technology is
under study asa promising solution for the backboneof the
optical Internet in the near future becauseOBS diminates
the optical buffer problem at the switching node with the
help of no optical/dectro/optical converson and guar antees
classof servicewithout any buffering.

To implement the OBS nework, there are a lot of
challenging issuesto be solved. The edgerouter, burs offst
time management, and burg assembly mechanism are
critical issues. In addition, the core router needs data bur st
and control header packet scheduling, a protection and
restor ation mechanism, and a contention resolution scheme.
In thispaper, wefocus onthe bur & assembly mechanism.

We present a nove data burgt generation algorithm that
usss hystereds characterigicsin the queueing modd for the
ingress edge node in optical burst switching networks.
Smulation with Poisson and sdf-dmilar traffic modds
showsthat thisalgorithm adaptively changesthe data bur st
Sze according to the offered load and offers high average
data burs utilization with a lower timer operation. It also
reduces the possibility of a cmntinuous blocking problem in
the bandwidth reservation requed, limits the maximum
queueing delay, and minimizes the required burs sze by
lifting up databur & utilization for bursty input I P traffic.

Manuscript received June 16, 2001; revised Mar. 22 and May 8, 2002.

Thiswork was supported by the KOSER-OIRC Project, ETRI, BK21 and KT.
Se-yoon Oh (phone: +82 42 866 6208, email: osy@icu.ackr) and Minho Kang (e-méil:
mhkang@icu.ac.kr) arewith thelnformation and CommunicationsUniversity, Dageon, Korea,
Hyun Ha Hong (e-mail: hhhong@setri.rekr) is with Optical Packet Router Team, ETRI,

Dasjeon, Korea.

ETRI Journal, Volume 24, Number 4, August 2002

Se-yoon Oh, Hyun Ha Hong, and Minho Kang

[. INTRODUCTION

Internet traffic isgrowing exponentially and is expected to be
more than 10 times that of voice traffic by the year 2005 [1].
This situation has triggered much research activity on
wavelength division multiplexing (WDM) transmission and
optical switching technologies. Considering the trend in IP
networks and the advance in optical technology, the next
generation Internet will apparently depend on WDM networks
to transport the expected huge amounts of Internet traffic.

Optical networks based on WDM are evolving from today’s
pointto-point transport links over add/drop multiplexers
(ADM) and cross-connects for ring and mesh networks, to
networks with higher reconfiguration speed [2]. In the long
term, optical packet switching seems to be a promising
technology, but due to its complexity it is expected to remain a
research topic for some more years.

The current use of a circuit switching mechanism is
relatively simple to realize but requires a certain amount of
time for channel establishment and release independent of the
connection holding time. This overhead, mainly determined by
the end-to-end signaling time, leads to poor channel utilization
if connection holding times are very short. The pressure to
optimize network resources and protocols for IP traffic has
focused attention on network architectures that can rapidly
adapt to changesin traffic patterns as well as traffic loads.

Optical packet switching allows good bandwidth utilization,
latency, and adaptability in the optical domain. However
presently, o ptical packet switchingisdifficult to implement due
to thelack of optical random access memory (RAM) and other
necessary signal processing capability.

Optical burst switching is attracting the spotlight because it
comprises IP over WDM circuit switching and pure optical
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packet switching with limited use of optical buffers. In optical
burs switching (OBS) technology, burst data can be
trangported without opticdl RAMs a intermediate nodes[3]. In
OBS, a data burgt cuts through intermediate nodes without
being buffered, whereas in packet switching, a packet is stored
and forwarded a each intermediate node. Compared to opticd
circuit switching, OBS can achieve better bandwidth utilizetion
because it dlows Satistica sharing of each wavelength among
the flow of burgs that may othewise consume severad
wavelengths. In addition, aburst will have a shorter end-to-end
dday snce the offset time used in OBS is often much shorter
than the time needed to sat up awavdength path in waveength
routed networks. However, optical burst switching requires
fast optica switching, which isgtill being researched.

In order to implement the OBS network, there are a lot of
chdlenging issues to be solved. The edge router, burst offset
time management, and burg assembly mechaniam are critica
issues. In addition, the core router needs data burst and control
heeder packet scheduling, a protection and restoration
mechaniam, and a contention resolution scheme [4]. The
configuration and functions of the control plane in OBS
including the control packet, are not yet sandardized. In this
paper, we focus on the burst assembly mechanism.

We firgt address the basic concept of OBS and present the
ingress/core/egress functiond modd for optical burgt switching
networks and propose a multiprotocol labd  switching
(MPLS)-based OBS contral packet structure and a new burst
asembly dgorithm that uses hysteresis characterigtics in the
queueing modd for the ingress edge node in opticd burst
switching networks.

[1. OPTICAL BURST SWITCHING NETWORK
ARCHITECTURE

1. Jugt-Enough-Time Protocol

Since 1980, various dectrical burst switching techniques
have been proposed: Tdl-and-go (TAG), in-band-terminator
(IBT) and reserve-afixed-duration (RFD), and so on. The
TAG technique is Smilar to fast circuit switching. It tranamits
data burgts without an acknowledgement that bandwidth has
been successfully reserved for the entire circuit. The IBT
scheme reserves the bandwidth from the time the control
packet is processed to the time the IBT is detected. In burst
switching based on RFD, bandwidth is reserved for aduration
specified by each control packet; this diminates sgnding
overhead and offers efficient bandwidth reservetion [5].

Jug-Enough-Time (JET) is the RFD-basad burg switching
protocol in the opticd doman. It adopts two unique
charatteidics namdy, the use of offset time and ddayed

312  Se-yoon Oh et al.

resrvation. These features meke JET and its variations more
auitablefor OBSthan OBS protocolsbased on TAG or other one
way reservation schemesthat do not adopt ether or both of these
features[6]. JET dlows switching of datachanndsentirdy inthe
optica domain by processing control packets in the dectronic
domain. A control packet precedes every data burgt. Both the
control packet and the correponding deta burd are separated by
an offst time and are launched a the source node. The sparate
trangmission and switching of data burds and their heeders help
fadlitate the processing of headers and lower the optodectronic
processng cgpecity required a the core node. Moreover, by
asgning exdra-offst time, JET can be extended to support
prioritized servicesinthe optical domain.

The control packet contains information necessary for
routing the data burgt through the optical channd, as wel as
information on the length of the burg and the offset vadue.
Another important characterigic of JET is the ddayed
reservation. It reserves the bandwidth on each link just for the
data burgt duration. For example, let t;' be the time when the
first control packet arrives a a node after the control packet is
processed and the bandwidth is reserved for the period from t;
(the time the data burgt arrives a a node) to t;+ L, (the data
burg duration). This increases the bandwidth utilization and
reduces the probability that a burst will be dropped. For
example, in both cases shown in Fig. 1., namdy t, > t;+L;
(cese 1) and t; < t; (case 2), the second burst will not be
dropped, provided that its length is shorter than t—t,. However,
when the second burgt usng TAG arives a ty, it will be
dropped because thereis no buffer for it.

1st control packet 1st data burst

+
offset O by

Cﬁ—» [ =

4 X ‘ ~ » Arrival time
1 AN
1
1

S e
case2 7 casel
2 [Ch

2nd control packet 2nd data burst

Fig. 1. OBS using the JET protocol [6].

2. OBS Network Architecture

The functiond modd of an IP over WDM network with
OBS is shown in Fg 2. At the ingress node, edge routers
determine the data burst-size and the offset time after
congdering the input [P traffic. Control packets, which contain
information including the egress address, offset time, data burst
size, and quality of service (QoS), go ahead on separate control
wavelengths, and the main databurgt follows the control packet
after a given offset time. These control packets are converted to
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Fig. 2. Node functional model of OBS networks.
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Fig. 3. Functional model of the ingress node in OBS networks.

dectrica Sgnalsfor processing a every intermediate node[7].
At the core node, bandwidth is reserved for the transmisson
time of the data burst. The dements that need to be monitored

are essntid in achieving an OBS network. These are assigned
in the ingress node of the OBS networks. In the fallowing, we

in traffic engineering are blocking probailities, latency, and
processing time. This information determines the optical path
a theingress node. At the egress node, adata burst is deframed
and dissssembled into multiple IP packets in a rather smple
manner. Burg reordering and retransmission is handled in the

egress nodeif required.

Parameters, such as offsat time, burst sze, and QoS vaues,
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describein more detail the functions of theingress node.

The firgt Sep to aggregate incoming burdty IPtraffic sreams
into a data burgt is to assamble the bursty deta a the packet
asembler. The assembled data is then dassified according to
the priority of the IPtraffic. Traffic can befurther dassified into
congegtion-controlled  traffic and  non-congestion-controlled
traffic in IPv6. In the case of non-congestion-controlled traffic,
the treffic is divided into eight dasses based on the blocking
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rate [8]. In IPv4, the Type-of-Service (TOS) fidd in IP headers
dlows one to choose from none to dl of the following service
types low ddlay, high throughput, and high rdigbility. It dso
dlows a priority sdlection from 0 to 7. Thus, consdering both
savice types, eéght or more classes are posshle in this
cdlassification. Another congideration for dassfication isrouting
information. Routing information contains a Specific
combination on fiber (or port number) and wavdength (Fig. 3).
Assembling packets in separate queues provides more
differencesin gradesthan using aunified class queue.

We can consder two ways to assemble multiple | P packets
into an optical data burs. The firs segmented method
separates | P packets whenever necessary as shown in Fig. 4(a),
while the non-segmented method congtructs earlier data bursts
with idle dataand puts | P packetsin later data burdts as shown
in Fig. 4(b). The ssgmented method offers high bandwidth
utilization but requires complex hardware and a protocol
system. The non-segmented method can be achieved more
eadly than the segmented method and reduces complexity but
auffers from lower bandwidth utilization. In OBS, the
processing burden is heavy in the ingress and egress nodes
and the non-segmented method is better suited for assembling
databurgsin OBS.

IP packets I 1 I I 2 I 3 |I|
Data burst I 1 I 2 I 31132

(a) Segmented method
Data burst I 1 I 2 || idlel 3 | 4 |

(b) Non-segmented method

Fig. 4. Data burst assembly method.

In the burst-length decison gep, the burst Sze is determined
by the burstiness of input 1P data (queueing length), QoS, and
so on. In an OBS network, offst timeis generated on the basis
of the burst length decision, and a lower dass (or higher
blocking rate) data burg affects a higher dass (or lower
blocking rate) data burs because higher dass traffic is
protected by adding extra offset timeto the base offsat time [ 6].
The control packet generator generates the control packe,
which contains information such as offset time, burst size, and
class number. The data in the buffer is scheduled and framed
for transmission through the designated fiber.

3. Proposed OBS Control Packet Structure

A burgt consgts of aburgt heeder and adataburst. In OBS, a
data burgt and its heeder are tranamitted separately on different
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waveengths with the burst header firgt. Each control packet
includes informetion for switching, burst size, offset time, etc.
Yijun Xiong gave an example of the data burst format [9], but
there has been no study on control packet sructuresyet. In this
section, we propose an OBS control packet structure based on
MPLS (Fig. 5).

72bit
: 20bit  16bit  _ 4bit _ 8hit  _ 8hit Aleit:
Label Wavelength CoSs Offset | Burst CRC
ID time size
Guard Guard
time Sync Control packet Hime
<—— transmission

Fig. 5. Control packet structure.

Multiprotocol Labe Switching (MPLS) provides smple
forwarding and supports explicit routing without requiring each
packet to carry an explicit route by using a fixed length labd
and a forwarding eguivdence dass mechanism [11]. In
addition, MPLS offers a mechaniam for traffic engineering
usng explicit routing and high speed switching. There are
severd reasons to adopt an MPL S Hike control plane in OBS.
Supervison of the whole process in the edge and core nodes
can be carried out using the MPLS control plane. A concrete
format and functions of the control packet in OBS are not yet
defined and these can be congtructed by modifying MPLS for
the OBS control plane. By establishing a labd switched peth
we can make an explicitly routed path and relieve the burden of
control packet processng and dso provide the traffic
engineering functions of MPLS [10]. A new paradigm for the
design of contral planes for optical cross-connectors (OXCs)
intended for data-centric automaticaly switched optica
trangport networks was proposed [11]. This new paradigm is
termed multiprotocol lambda switching (MPAS) and exploits
recent advances in MPLS traffic engineering control plane
technology to fogter the expedited deveopment and
deployment of a new dass of versatile OXCs that specificaly
address the optical trangport needs of the Internet. In MPAS,
the label information table a each node is configured using an
opticd label based on wavelength in order to make a labded
switched path (LSP). The control plane usng MPAS reduces
the burden of maintaining OBS networks, such asfor interface
definitions, labd assgnment, traffic management, and soon. In
applying MPAS to the OBS control plane, the control packet
gructure for label, wavdength identification, class of service
(Co9), offst time, burst szeand CRC of Fig. 5 are pecified as
follows
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A Labd (20 bits)

When burgt data is sent to a core node, the control packet
processor takes a control packet, gets information about the
burg dze offst time and CoS and looks up the labd
information table in order to obtain output information, such as
output port, wavelength, and labd (Fig. 6) [12].

B. Wavdlength ID (16 bits)

The control packet contains wavdength identification
information for distinction of channd and switching, including
wavelength converson in the optica burg switch. Since more
than severd hundreds of individud wavelengths should be
avalable in a sngle fiber, we asign 16 bits to the wavelength
1D for future enhancements.

C. CoS(4 bits)

MPLS offers 8 different types of CoS (3bits) [12]. Sincethe
ovadl sze of the control packet should be expressed in
multiples of 8 bits, for example, 72 bits, we assign 4 bitsasthe
CoSfidd.

D. Offset time (8 bits)

Offst time indicates the difference between the arrival time
of the control packet and the arriva time of the data burst. To

reduce the control burden, the control packet contention
problem, and the complexity of scheduling, the offset time
should be quantized to a discrete set of vaues and assigned by
the multiples as 256 seps The offset time is decreased & each
intermediate node dong the path as much as the control packet
processing timein the control plane. The offset time can be used
astimetolive (TTL) in OBS networks by messuring itsvalue

E. Burs Sze (8 bits)

The minimum sSze of a data burgt is determined by the
eectronic processing speed, switching speed, and maximum
sze of adngle IP packet. The dectronic processing goeed of
the control channd limits the number of control packets and
the data burgt trangported per unit of time across the optica
channd. Switching speed affects the data burs sze. To
achieve a high bandwidth utilizetion, the data burgt
transmission time (burst Sze/optica channd speed) should be
much larger than the switching time. As the switching speed
becomes fadter, the redtriction due to switching speed soon
becomes minimd. Findly, to avoid a reassembly procedure
for 1P packets at the egress node, the data burst Sze should be
larger than the maximum size of asingle | P packet (65,535 B).
Considering these redrictions, the reasonable minimum data
burst sizeis64 kB.

Figure 7 showsthe interrelation between burst size and offsst

Label Information Table

Input Input Input Output Output Output
Port Wavelength Label Port Wavelength Label
1 3 32 3 2 22
New label
Old label ew labe
) Control Packet - Offset time
- Offset time Processor - New label
- Burst size
- CoS

RIERIER

=
—

ﬁ

7Y

Fig. 6. Core node architecture using MPLS control planefor OBS.
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Fig. 7. Interrelation between offset time and burst size.
extral(2): extraoffset time of class 1(2) traffic, Tpin:
base offset time, T, tolerable delay of 1P packet,
TSa: transmission time of maximum size of the data
burst, c: control packet.

time. To provide alower blocking probability for ahigher class
data burgt (dass 2), more offset time should be assgned than
the extra offset time of the lower dass daa burst (dass 1).
Because the extra offsst time of the higher dass (dass 1) is
determined by the lower dass (class 0) data burst sze
digtribution, the maximum Sze of adata burgt islimited by the
tolerable maximum dday of 1P packets in the optical burst
switching network.

Let the tranamission time of the maximum size of the data
burst be“TS.," and let OBS networks offer n different classes
with a100% isolation degree (i.e,, TSy = extral(2)). Thenthe
maximum delay of the highest dasstraffic in OBS networksis
“base offsat time + TS - N + propagation dday.” The
tolerable endto-end dday of dday sendgtive Voice over
Internet Protocal (VoI P) traffic is 150 ms[13]. We assume that
the tolerable dday of an IP packet, T, in an OBS network is
10 ms, the maximum number of hops is 5, and the contral
packet processing timeis 1 ms. These assumptionsyield abase
offset time of 5 ms (maximum number of hops - control packet
processing time). For example, taking a propagation dday of
3 msinto account by assuming an OBS network diameter of
600 km, TS becomes 0.25 ms or the maximum data burst
size a 10 Gbps becomes 313 kB. As with offset time, 8 hits
(256 geps) areassigned.

F. Guard Time

A guard time is placed between control packets. The guard
time helps to overcome the uncertainty of the packet arrivel
time[14].

[11. DATA BURST GENERATION ALGORITHM
IN OBSNETWORKS

At the edge node of an OBS network, edge routers assemble
burds by merging multiple IP packets. The data burst should
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vary aslittle as possible, because a variation in large data burst
size requires more extra-offsat time for QoS which reaults in
more dday. Thus a daa burs generaion dgorithm is
necessty to generate high utilization data burgs and less
vaiaioninburg sze.

An Ge and Franco Cdlegati proposed a burgt assembly
dgorithm udng a timer-counter [15]. However, this scheme
resulted in low deta burgt utilizetion in the low offered load and
huge variaion in burg Sze because the data burst Sze was not
optimized according to the input traffic. Moreover, a burg
asembly dgorithm based on a timer-counter may cause
continuous blocking of data burgsin the core router asillugtrated
in Fg. 8. Suppose ingress routers A and B use the same timer
period, i.e, Tpgioa = Tpeicts; those control packets request the
bandwidth reservetion in node X, and node X does not have
FDL buffers. If afixed offsst is deployed, an intermediate node
X can only honor the bandwidth request of nodes A and B.
Because of periodic burst assembly time, a timer-counter-based
scheme causes a high rate continuous blocking rate in a low
offered load in resarving the bandwidth. We propose anew burst
generaion dgorithm thet uses hysteres's characterigtics to solve
this continuous blocking problem, minimize the timer operation
frequency by maximizing burst utilization, and offer the
optimized variable databurst Sze.

Tperiod-A

<&
l

tea® 1,k " g 3
I |
@ $°ﬂ39tv e I; \ 20 | i v
7y
1 2

A offseﬁ L » time
tes 1s tes 15 tee

e
<
! \ Tperiod-B /

Continuous Blocking

Fig. 8. Continuous blocking problem of data burst in bandwidth
reservation request at core router with burst algorithm
using timer-counter based scheme.

Figure 9(@) shows a dass m FIFO queue modd for the
ingress node in OBS networks and Fg. 9(b) shows the
hygderess characterisics of the crossover count number
trangtion in this FIFO queue model. Qrigh(Quw) isthetrangtion
conditions for increesing (decreasing) the cross-over count
number and BS is the bure sze To dleviate an excessve
variaion in burgt sze trangtion when using a single threshold,
we propoe a hydereds characterigic for the trandtion
condition by assigning a redundancy from Qgqy t0 Qigh iN
changing the cross-over count number (Fig. 9(a). In this way,
the crossover count number changes according to the
threshold values of Qg ad Qrigh.

To keep track of the arriva input treffic, the data burg-sze
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Fig. 9. (a) Classm FIFO queue modd, (b) Hysteresis characteristics
of cross-over count number transition.

(BS should be adjusted accordingly. The burgt dze is
datermined either discretdly or continuoudy. Because the
control burdenis critica in optical burst switching, we propose
a discrete type burd-sze decison dgorithm that uses a
hygteress trangtion to rdax the data burst Sze optimization
processfor arrive input traffic.

Figure 10 showsthe discrete type burst Sze decison scheme.
There are severd dable dates in a burgt Sze in terms of the
cross-over count number. If the cross-over count exceeds the
upper bound, the burst sze is increased by one gsep. If the
cross-over count drops below the lower bound, the burst Sizeis
reduced by one step. This scheme offers less varidion in data

Burst size
A
BSMax
BSMm
Lower limit Upper limit
T~ L e Cross-over
" count number

Fig. 10. Discrete type burst Size decision scheme.
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burg sizeand asmadler contral packet processing burden.
Since it may require a long time to generae a daa burst
when there is a low offered load, we used a timer to limit the
waiting time of the packetsin the burst assembly.
Figure 11 shows the overdl flow diagram for the dynamic
burst sze decison agorithm.

Reset Countto 0
Burst size=BS
>l <
» v ‘

ount=Count+1

Increase the burst size,

Decrease the burst size,
thgh. and Qlow

Qrigh, and Qow

Keep the burst size

Fig. 11. How diagram for the dynamic burst size decision agorithm.

1) A timer darts as soon as the first packet arives at the
queue. If the timer vaue reaches the threshold vaue (Thi) or if
thetimer valueis smdler than Thi and the queue Szeis greater
than Q,y anew burst iscreated.

2) If the queue Szeis grester than Qg the counter number
isincreesed by 1. If the queue Sze is smdler than Qy,, the
count number is decreased by 1 (Fig. 9(b)).

3) Thecross-over count number iscompared with the upper
and lower limits. If it crosses over the upper (lower) limit, the
burg Sze is increased (decreased) by one sage (Fg. 10),
otherwisg, it is not changed. By repesting seps 1), and 2), the
burs 9zeisadaptively changed according to theinput traffic.

4) Resetthetimer to 0 and the operation goes back to step 1).

This dgorithm adeptively generates sage-wise data burst
Sze and minimizes the required burst size for bursty [P treffic.
The optimized data burst sze enhances data burst utilization
and findly reduces the varidion in burst sze. Moreover, it
diminishes timer operation frequency and aso guarantees the
maximum queuing ddlay by limiting waiting time usng the
threshold vaue (Thi) in thelow offered load.
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IV. TRAFFIC MODEL

Simulaing the behavior of the globd Internet data network
is a chdlenging undertaking because the IP network is greatly
heterogeneous and changes rapidly. The heterogeneity ranges
from the individua links that carry the network traffic to the
protocols that interoperate over the links to the “mix” of
different applications used at a Ste and the leveds of load seen
on different links. Murad Tagqu, Water Willinger, and Robert
Sherman mathematically explained the observed odf-
dmilarity in wide-area Ethernet traffic by aggregeting smple
renewa (ON-OFF) processes with sdf-smilar behavior [16],
[17].

In this particular case, the traffic source is ether tranamitting
packets at a congtant rate during the ON period or isidle during
the OFF period (Fig. 12). The time spent during the ON date
(Ton ) Or OFF dtate (T ) is independent identically distributed
(i.i.d) and posseses a heavy tal didribution [18]. A large
number of aggregated sources result in traffic having sdf-
smilar characterigtics[17], [18].

ON ON ON

»
!

time

OFF OFF

Fig. 12. ON/OFF digtribution self-similar traffic moddl.

The Hurst parameter (H) indicates the degree of sdf-
amilaity, i.e, the degree of perdstence of the datidticd
phenomenon. H tekes a vaue from 05 to 1.0. A vdue of
H=0.5 indicates alack of sdf-amilarity, whereas alarge vaue
for H (closeto 1.0) indicates alarge degree of sdf-amilarity in
the process.

We generate five different traffic models (Table 1). “Traffic
1" isa Poisson traffic modd and “ Traffics 2-5” are sdf-amilar
traffic modds. In each traffic model, we generated 1,000,000
packets with the ON/OFF traffic source modd.

Figure 13 depicts a sequence of smple plots of the packet
counts (i.e, the number of packets per time unit) for five
different traffic modds The scdeinvariant or sdf-amilar
feature of the traffic patterns is dradticdly different from the
conventiona Poisson traffic pattern (Traffic 1).

V. SMULATION AND RESULTS

To evauae the effect of avarying load and other parameters,
we generated traffic with an average vaue of 1 kB packet
length and burdtiness varying from H=0.6 to H=0.9 and
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Table 1. ON/OFF period distribution of traffic model. H isthe
burstiness parameter and larger H means higher
burstiness [20], [21].

Period . .
Traffic modd ON period OFF period
Poisson traffic model | Traffic 1 Exponential Exponential
Traffic2 | Pareto (H=0.6) | Pareto (H=0.6)
Sdlf-similar traffic | Traffic3 | Pareto (H=0.7) | Pareto (H=0.7)
model Traffic4 | Pareto (H=0.8) | Pareto (H=0.8)
Traffic5 | Pareto (H=0.9) | Pareto (H=0.9)

smulated the performance of the proposed burst generation
dgorithm in the ingress router. We assumed a data burst
variation of 2% and set the default values of BSy;,, and BSyx«
to 64 kB and 180 kB, respectively. The default vaues
performed well for the burgt generation in the smulated
treffic.

Figure 14 compares the variaions of the average data burst
size according to the offered load. The daa burst size
changed adaptively to the offered load (Traffic modd 1) with
avariableburst sze.

Figure 15 shows the trangdtion of the data burst sze in
Traffic model 3 with an offered load of 0.5. With the passage
of time, the data burst size changed adaptively in a 2% step of
thedataburst Sze.

Figure 16 compares the average data burst utilizetion for
fixed and variable data burst sizesin exponentidly distributed
traffic (Traffic modd 1). The data burgt utilization is defined
asthe sum of thetota |P packet size in the data burst over the
data burg size. Using the proposed dgorithm, when the
offered load was below 0.5, the variable burst offered higher
data burst utilizetion. The timer operation frequency is
compared in Fig. 17. The proposed dgorithm offers a lower
timer operation when the offered load is below 0.5, so it
reduces the probability of continuous blocking in the
bandwidth reservation request.

Figure 18 shows the average data burst utilization for
Traffics 2 to 5. (H=0.6 to H=0.9). The proposed agorithm
offers a higher average data burst utilization as the burdtiness
increases and offers over 50% of the average data burst
utilization even in the worst case of high burgtiness and alow
offered load.

Figure 19 compares the average timer operation frequency
of the timer-count agorithm and the proposed algorithm. The
timer-count algorithm periodicaly aggregated input IP
packets using the timer, 0 severa bandwidth-requests a the
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Fig. 18. Average data burst utilization for saf-similar traffic.
(H=0.6to H=0.9).

intermediate node were nearly synchronized. However, the
proposed agorithm assembled multiple 1P packets non-
periodicaly. We can see that the proposed agorithm had a
lower average timer operation than the timer-count agorithm,
s it had a lower continuous blocking probahility in
bandwidth reservation requests.

Figure 20 compares the average dday for different traffic
modds with a timer and without a timer. The data burst
generaion agorithm using atimer resulted in alow average
delay as anticipated. Interestingly, with more burgtiness there
is less average dday (Fig. 21), dthough the difference is
rather smdl. This is because bursty traffic brings a more
frequent timer operation with low data burst utilization. In
other words, the average delay trades off the data burst
utilization.

ETRI Journal, Volume 24, Number 4, August 2002



3500 +
> 3000
2

v
s ] —m—H=0.6
g 2500 —®—H=0.7
c H=0.8
2 2000 —v—H=0.9
g " —&—Timer counter based
& 1500 v
@
£
o 1000
I —
o Q)
S 500+ ~
< \
\]\'\V\v
0 T T T T 1
0.0 0.2 0.4 0.6 0.8 1.0
Offered load

Fig. 19. Comparison averagetimer operation times of timer-count
based scheme and proposad data burst assembly agorithm
for sdf-amiler traffic. (H=0.6 to H=0.9).

1.17
1.07 —m—EXP (with timer) -#-—EXP (without timer)
0.9 v —®—H=0.6 (with timer) ~~®-~H=0.6 (without timer)
z H=0.7 (with timer) H=0.7 (without timer)
& 0.8 ot —¥—H=0.8 (with timer) ¥~ H=0.8 (without timer)
g A N H=0.9 (with timer) H=0.9 (without timer)
(o)) ‘\‘-\ I'.
2 ] Wi
E 0.6
© 0.5
o
S 0.4
©
£ 0.37
(=}
Z 0.21
0.19
0.0+
T T T T T T T T T 1
0.0 0.2 0.4 0.6 0.8 1.0

Offered load

Fig. 20. Averagedday for different traffic modd s with/without timer.

0.070-
0.065- _/=§l’-
/ _——v—VY
- 0 _—V
. v
0.060 /./'/

0.055 1 —m— EXP (with timer)

—e— H=0.6 (with timer)
H=0.7 (with timer)
—V¥~ H=0.8 (with timer)
H=0.9 (with timer)

Normalized average delay
o
o
an
o
1

0.030 T T T T T T T T v 1
0.0 0.2 0.4 0.6 0.8 1.0
Offered load

Fig. 21. Magnified average delay for different traffic models
with timer in Fig. 20.

ETRI Journal, Volume 24, Number 4, August 2002

VI. CONCLUSON

We have described the basic concept of OBS and presented
the ingressicorelegress functiond modd for optica burst
switching networks. We proposed a new data burst generation
dgorithm a the edge router of the optica burst switching
network and an OBS control packet structure based on MPLS.

We compared two data burst assembly methods: one method
separates the IP packet when it is needed and the other
condructs the earlier deta burst with idle data and puts the 1P
packet in a later data burg. We found that the latter method
reduces hardware and protocol system complexity.

We have verified that the proposed dgorithm adaptively
changes the data burst sze according to the offered load and
offers high average data burgt utilization of over 50% of the
average data burgt utilizetion even in the worst case of high
burdtiness and alow offered load with alower timer operation.
It dso reduces the probability of a continuous blocking
problem in the bandwidth reservation request by using non-
periodic data burgt assembly time. Findly, we proved that the
proposed dgorithm limits the maximum queuing dday and
minimizes the required burs size by increasng data burst
utilization for bursty input | Ptreffic.
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