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Abstract

This paper describes an off-line method for recognizing totally unconstrained handwritten digits
using modified chaotic neural networks(MCNN). The chaotic neural networks(CNN) is modified to
be a useful network for solving complex pattern problems by enforcing dynamic characteristics
and learning process. Since the MCNN has the characteristics of highly nonlinear dynamics in
structure and neuron itself, it can be an appropriate network for the robust classification of
complex handwritten digits. Digit identification starts with extraction of features from the raw
digit images and then recognizes digits using the MCNN based classifier. The performance of the
MCNN classifier is evaluated on the numeral database of Concordia University, Montreal, Canada.
For the relative comparison of recognition performance, the MCNN classifier is compared with the
recurrent neural networks(RNN) classifier. Experimental results show that the classification rate is
98.0%. It indicates that the MCNN classifier outperforms the RNN classifier as well as other

classifiers that have been reported on the same database.
Keywords : Handwritten digits, chaotic neural networks, recurrent networks, pattern classifier

I. Introduction and automatic mail sorting[l]. However,
Automatic recognition of handwritten recognipion of handwritten numerals that still
characters or numerals is a typical field of lacks a satisfactory solution is technically
pattern classification methods. A number of
different methods have been studied and

applied to realize the higher rate recognizer- of

difficult because of the high variability of the
scanned image. This is caused by the peculiar
writing style of different persons, the context

handwritten documents such as bank checks of the digit, diverse of writing devices and
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media. These lead to scanned digits of
different size and slant, and strokes that vary
in width and shape.

In the past several decades, syntactic and
statistical
handwritten pattern

Over the last ten years or so, neural network

methods are applied to solve

recognition problems[2].

based approaches have been more popular
better
performance. Neural networks are promising

methods and steadily gaining
models to discriminate complex patterns since
they consist of distributed neurons to process
nonlinearity and have the ability to learn from
its environment. For the classification of more
networks

complex patterns, dynamic neural

such as time-delay neural networks and
recurrent neural networks are adequate models.
They use feedback loops or delayed elements
as memories in order to process temporal
information and can perform well the
recognition of complex patterns.

This paper presents an off-line method for
recognizing totally unconstrained and isolated
handwritten nuwmerals using modified chaotic
neural networks(MCNN). Chaotic neurons were
modeled with biological neuron models that
have highly nonlinear dynamic characteristics.
Since the previously proposed CNN was

trained using Hebbian learning rule inside

layers and backpropagation learning rule
between layers, it was not adequate learning
method for succeeding data patterns. However,
it has characteristics of superior nonlinearity,
large data storage, and low probability of
falling into the local minimum. Therefore, the
CNN model is modified to be a useful network
for solving dynamic pattern problems, and
applied to the classification of unconstrained
digits. Since a single network classifier cannot
provide a satisfactory decision for complex
pattern recognition, multiple network classifiers
are generally used to achieve higher
classification accuracy. This is because group
decisions may reduce errors drastically and

achieve a higher performance, thus they are

better than any individual’s. Since the

proposed MCNN,
dynamic characteristics than other networks, a

however, has superior
single MCNN classifier is used.

Like most of pattern recognition systems, the
recognition process is divided into two steps;
preprocessing stage to extract useful features
and subsequent classification stage to identify
correct patterns. In this paper, we preprocess
the original numeric images using the Kirsch
mask for extracting features, and then the
MCNN using these features as inputs performs
the recognition of numerals. In order to verify
the recognizing behavior of the MCNN based
classifier, we perform experiments with the

totally unconstrained handwritten numeric
database of Concordia University, Montreal,
Canada as test images. For the relative

evaluation of numeral recognition, the MCNN
classifier is compared with the Elman type
RNN classifier. :
of other methods that have been

It also compares with the
results
reported using the same database.
Experimental results show that the MCNN
classifier improves numeral discrimination, and
outperforms the RNN and other classifiers
with respect to the correct recognition rate.

I1. Feature Extraction

All handwritten or printed numerals can be
considered as collection of short-segment lines.
Thus, local detection of line segments seems
to be an adequate feature extraction method.
The first-order differential edge detector could
be adequate for local detection of a line
segment. Among several detectors, the Kirsch
edge detector has been known to detect four
directional edges more accurately than other
edge detectors Kirsch edge
detector considers all eight neighbors and the
itself
and background image is small. Kirsch defined
a nonlinear edge enhancement algorithm as
follows[6].

because the

frequency difference between numeric
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G(i, 7)= max {1, max[|55,—3T,l] (1
k=0
Sk:Ak+Ak+l+Ak+2 (2)

Ty=ApstAriat Aprst Apegt Aprr Q)
In above equations, G(7,j) is the gradient of a
pixel (z,7), the subscripts of A are evaluated
modulo 8 and Ak=0,1,...,7) is eight
neighbors of the pixel (7, 7) as shown Fig. 1.

Ay | A | A
A7 | (4,9)] As
Ag | As | Ay

Fig. 1. Eight neighbors of a pixel (i, 7)

For each location in the image, information
about the presence of a line segment for a
given direction is stored in a feature map. In
this paper, the original digit image has been
size-normalized to 256x256 image and then
16x16 image. In order to train the spatial
dependencies in ‘the digit image, directional
feature vectors for horizontal(H), vertical(V),
right-diagonal(R), and left-diagonal(L)
directions from the size-normalized image are
calculated as follows:

G(3,7) y= max (55, — 3Ty, 155, —3T4) (4

G(i,7) y=max (|55, — 3Ty, 55, —3Ts) (5
G(l,])R: max(|551—3T1)l,|555——3T5|) 6)

G(i, ), = max (158, =3T3, 158, =3T:) (1)
Fig. 2 shows the Kirsch masks used for

calculating directional feature vectors. The
scale factors such as 5 and 3 in the figure
feature to be
diminish  the  unwanted

Each 16x16 directional
feature map computed using above equations is
compressed to  4x4 feature map by
accumulating pixels of each 4x4 subregion, and

used this compressed image as a local feature.

emphasize the directional
extracted and

directional feature.

Furthermore, in order to consider the global
characteristics of image, we simply compressed

the 16x16 normalized image into a 4x4 image,
and used this compressed image as a global
feature. Therefore, final features consist of
5x4x4 feature vectors for each digit image;
4x4x4 local directional features, and 1x4x4
global feature. The gray level of these features
is normalized in amplitude with dividing each
pixel by the maximum gray level of the given
feature These
features "are used as input patterns to neural
Fig. 3 shows

vector. amplitude-normalized

networks. the overview of

extracting image features.
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(c) Right-diagonal (d) Left-diagonal
Fig. 2. Scale factors of Kirsch masks

{a) (e} ) {e)

Fig. 3. Overview of extracting image features

h}

(a)-(d) Local features using Kirsch mask,
(e) Global feature using simple compression

I11. Chaotic Neural Networks
chaotic model was the
Hodgkin-Huxley equation. Caianiello[3] and
Nagumo-Sato{4] modified this

making chaotic neural networks. Aihara et al

The primitive

model for

made a discrete time model with continuous
output, and applied this model to chaotic

neural networks[5]. The chaotic response of
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neuron model generally gives adverse effect on
optimization preblems, but the transient chaos
of neuron could be Dbeneficial to
overcome the local minimum problem. Ishi et

model.

al modified for information processingl8]. Even
though some modifications on chaotic neuron
models have been made, those previously
proposed chaotic neuron models are still
complicate to apply in neural network and
need more dynamic characteristic in neuron
itself and learning algorithm. In spite of these
problems, the chaotic neural network has many
possibilities in the applications on optimization
and classification. In this section, the
traditional chaotic neuron model is studied for
analyzing the characteristics, and a novel
modified chaotic neuron model is presented for
simplifying model and enforcing dynamic

characteristics[9].

3.1 Chaotic neuron model and network

The conventional chaotic model,

suggested by Nagumo and Sato[4], has two

neuron

different types of inputs simultaneously; input
from same layer and extraneous input, and

also has a refractory term, which is a

self-feedback. The refractory term performs

effective  dynamic  characteristics  through

repeated signal controlling as one of three
terms, which affect the output of the chaotic
neuron. The neuron model is shown in Fig. 4.

T Refractory

¥ . i Input
k) \ . )
Externai N . .

N i
Tapu fu(k) ' ( mermss Swe > Output
L3 vk} xilk+1)
. bigak)y .
Feedback
fnputs

Bk} ot

Fig. 4. Chaotic neuron unit

Generally, the dynamics of the ith chaotic

neuron in networks at discrete time k+1 is
xket D= o Bk TG+ Byl K
= r= 1= r=

h,-(x,-(k—?’))—a' ZOK:&'(XK/?"?’))'.‘&[] (8)

where fy(-) is a sigmoid function, wf and
wk are coupling coefficients from the jth
external neuron and the jth feedback neuron
to the ith neuron, respectively. I(k—7) is the
strength of the jth externally applied input at
time k—7, hfx;(k—7) is a transfer function
of the axon connected on the jth chaotic

neuron, and g{x;(k—#») is a refractory
function of the idth chaotic neuron, usually an
n and wm are the
feedback

The decay

identity function. Both

numbers of external and inputs

applied to the chaotic neuron.
parameters, K, K}, and K, are the damping
feedback, and
Those

parameters were assumed the same values as,

factors of the external,

refractoriness,  respectively. decay
K, for simplifying neuron model. The constant
@ is a positive parameter, and the &; is the
threshold of the ith chaotic neuron.

Aijhara deals with the #th chaotic neuron

equation in a reduced form by dividing
feedback, external, and refractory terms[7].
Each term is expressed as

E(h+ 1) =K- (k) + gwgz,-(k) ©)

Ph+D =K D+ B[ ) (10
G+ 1) =K £00 ~ agilf (3 (R)) — 01— ) (11)

If the inertial state of a chaotic neuron at time
t+1 is expressed as follows,
yilk+t1)=&(k+ 1)+ 7(k+ 1)+ E(k+1). (12)

Eq. (12) can be written as follows.

Ykt 1) = KER) + 700 + E(R) + 32 wiT(8)

+ 2 w0 — ag (3, ()
-0,(1-k (13)
Since y{(D=¢&(H+ () +&(D, eq. (13) can be
expressed as
Ykt 1) = Ky (B + ST+ 3o wh(fu(vi ()
—ag(fn(yi(R) — 81— k). (14)

The chaotic neural networks proposed by

Aihara have complicate structure as Fig. 5.
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Fig. 5. Chaotic neural networks model

This network adopted two kinds of learning
rules, backpropagation learning rule between
layers and Hebbian learning rule for interlayer.
In order to apply the continuous Hopfield

neural network structure to the recurrent
inputs, Aihara et al. define the symmetric
structure of recurrent weights as wf= wf,
wX=10. This neural network uses two Kkinds

of learning rules in same network. Since the
structure decreases the efficiency of learning
and the dynamic characteristics of network,
this model is not appropriate for modeling

dynamic systems.

3.2 Modified Chaotic Neural Networks

Although the chaotic neuron model inherently

has robust dynamic characteristics, the
traditional chaotic neural networks, decrease
the dynamic characteristics in the structure
and the learning rules. They wused the
backpropagation learning rule for the forward
inputs ~ between Hebbian
learning rule (the continuous Hopfield learning
algorithm) for the recurrent
Interlayer. These

appropriate for the static patterns but not for

layers, and the

inputs  in
learning rules may
applications such as

the dynamic system

forecasting, identifications, signal processing,
and dynamic system control. In this paper, the
structure of the CNN is modified, and the new
learning rule is proposed for enhancing the
dynamic characteristics.

Modified chaotic neural network is a globally

coupled neural network. Each chaotic neuron
unit uses the chaotic neurons that are globally
coupled with present and past outputs of
chaotic neuron units. Modified chaotic neural
networks in Fig. 6 have two different coupling
coefficients (weights) for both directions
among the neurons of interlayer, and forward
direction between layers. The connecting
weights between layers are one directional.
interlayer is

This connection weights in

defined as nonsymmetric form, w(f+ wd¥,

wP+0 and wiF+wl® wXx+0. This structure

i1s similar with fully recurrent neural networks.

Yolkt 1) yalk+ 1)

i |

Tt

u®  u ul)

Fig. 6. Structure of modified CNN

Consider Fig. 6, where for each discrete time
k. wfk) is the ith SH(R) is the

weighted sum of inputs and refractory input to

input,

the jth neuron in the hidden layer, x;(4) is

the output of the jth neuron in the hidden
layer, K is the refractory parameter of a

chaotic neuron, and fy(:) is a nonlinear

sigmoid function. Both =’ and w™

represent
the weight vector between input and hidden
layers, and inter-connecting weight vector in
the hidden layer.

The weighted sum of the jth neurons in the

hidden layer is as follows;
(k)= ; wiu(k)+ q; whx (k—1)

+KSH (k-1 ' (15)
The jth neuron’s output of the hidden layer is
as follow;
x (B = AL SH(B] (16)
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Consider Fig. 6, where for each discrete time
k, y (B is the pth output of output neuron,

S9(k)

refractory input to the pth output neuron in

is the weighted sum of inputs and

the output layer, x; (k) is the output of the jth
neuron in the hidden layer, K is the refractory

parameter of a chaotic neuron and /W -) is a

and w™

nonlinear sigmoid function. Both w°
represent the weight vector between hidden
and output layers, and inter-connecting weight
vector in the output layer.

The weighted sum of the pth neurons in the

output layer is as follows;
SOk = f;w,[,x,(kw S wly k=D
+KSY(k—1) an

v B =l SYR)] (18)
Using egs. (15) and (16), the weighted sum of
a neuron in the output layer (eq. 17) can be
defined as follows;

CHCED WY D N A R W ACES)
+KSHR—1)]1+ :w,,,yr(k—l)+KS,?(k—l)
= 2“’/pr[ gwi/ui(k) + gw?f)\{ 121 u(k—1)
+ f;w,,,x,(k 9+ KST (k=21
+ g\wm Fad lgle(?rxi’(k'—l)‘i‘ ﬁlwgfy/(k—z)

+ kS k=1 + KSY(k—1) (19
O,(k) = NF(u( D), x( D, y(D; 1< k) (20)
where O,(k) is the pth output of the chaotic

neural network, NF(-) is a nonlinear function
and it represents a nonlinear dynamic mapping
chaotic neural networks.

This neural network model is a globally
coupled with present and past inputs and
outputs of all neurons. Therefore, this network
could model any complex nonlinear dynamic
system with globally coupled. In chaotic neural
network, connecting coefficients between layers
and inside updated by

backpropagation algorithm. In this application,

layer were error

the slope of a sigmoid function is chosen as 1
to reduce the chaotic response of a neuron.

The Elman type RNN s used to compare the
proposed

In the
it has external inputs of image

recognition performance of the

network. It consists of three layers.
input layer,
features and additional inputs that are fully fed
from all neurons of the hidden layer. All the
units in a layer are connected to all the units
It differs from the

Jordan’s RNN in which additional inputs are

in the following layers.

fed from neurons of the output layer. The
sigmoid function and error backpropagation
algorithm are used as the activation function
of the node and learning algorithm.

IV. Experimental Results
4.1 Database

We used the handwritten numeric database of
Concordia University, Montreal, Canadall0] as
consists  of

test numerals. The database

isolated and unconstrained numeral images
originally  collected from dead letter envelopes
by the U.S. Postal different

locations in the United States. The numerals

Services at

of this database were digitized in bilevel on a
64x224 grid of 0.153[mm]
giving a resolution of approximately 166 PPIL

square elements,

The number of learning and test data is 4000
and 2000 numerals, respectively and some of
the learning data are duplicated. The sample of
the learning data is not included in the test
data set. Fig. 7 shows some representative
samples taken from the numeric database.
Many different stroke

widths as well as writing styles are apparent.

numeral sizes and

Each numeric image has been preprocessed to
obtain the local and global features, explained
in section 2, and then these features are used
as inputs of the neural networks.

OIL3VELTR? DLIYSX TS
OFL3956¢8F  Q/RI70217
05332089 Jriagseria
0\235‘5 67§ OLSIY4S 2TIEF

(a) Training data (b) Test data

Fig. 7. Sample numeric data
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4 2 Structure and Parameters of

Neural Networks

The structure of the RNN consists of 160
units in the input layer (80 external inputs of
64 local and 16 global features, and 80
feedbacks from the hidden layer). The number
of units of the hidden and the output layers is
80 and 10 units, respectively. The MCNN
consists of 80 neurons of only external inputs
at the input layer, 80 and 1 neurons in the
hidden and output layers. Total number of
weights to be updated is 13600 in the RNN
and 12881 in the MCNN. Both networks have
similar number of weights. The parameters of
two networks are as follows; learning
rate=0.15, 0.3 and momentum rate=0.6, 0.6 in
the RNN and the MCNN. The refractory rate
of the MCNN is set to 0.6. The structure and
parameters are determined experimentally in
order to maximize the recognition rate. The
neural networks are trained for 500 iterations
since the error does not reduce rapidly and
keep the almost same value after those
iterations. The final errors are 0.00987 in the

RNN and 0.00273 in the MCNN.

4 3. Recognition Results

Table 1 shows recognition rates and error
rates for the RNN and the MCNN on the
training and test data sets. Comparing with
the RNN, the MCNN achieves 1.4% and 1.9%
improved recognition performance on the
training and test data sets respectively. The
error rate of the MCNN is about two times
that of the RNN, which means

recognition of

less than
significant reduction in the
unconstrained numerals. This result confirms
that the proposed MCNN with smaller number
of coupling coefficients performs better than
the RNN. Table 2 and 3 present the confusion
matrices of the RNN and the MCNN on the
test data set. In these tables, we can identify
the discrimination performance of each
network. The MCNN classifier outperforms the
RNN

classifier in the recognition of all

numerals, ranging from 1% improvement of

recognition in the number of ‘5 to 3%

improvement in the number of '3’

Table 1. Recognition rates on the training and
test data sets

Recognition rate (Error rate)
Test set

96.10% (3.90%)

98.00% (2.00%)

Training set
RNN 97.90% (2.10%)
MCNN 99.309% (0.7096)

Table 2. Confusion matrix for the RNN

pigit| 0 1] 2| 3| 4| 5| 6] 7] 8|9 Substitu/Recogniz|
ted ed
0 1194 11 21 1] 4 4.0 9.0
1 111941 1 2 1l 30 97.0
2 11199 4 1 11 1] 4.0 96.0
3411 2 {191 1 5 4.5 95.5
4 1112 11193 1 3 4.0 96.0
5 |1 3 193 2 1{ 35 9.5
6 {111 2 {193 41 1} 45 95.5
7 113 2 194 2] 40 96.0
8 124 1 194 1| 40 96.0
9 | 111 2 21 11193 35 96.5
Average 39 96.1

Table 3. Confusion matrix for the proposed MCNN

Digitl 0| 1] 2| 3| 4| 5] 6] 7| 8] 9 [Substitu[Recogniz]
: ted ed
O 1199 1 2 21 25 975
1 194 . 1 1] 10 99.0
2 11198 2 1 2.0 93.0
3 191 1 2 15 985
41112 199 1 1 2.5 975
5 1 1 199 2 1 25 975
6 | 1 194 2111 20 98.0
71112 199 2] 25 975
8 2 1 19 15 935
9 1 21 11194 20 93.0
Average 2.0 98.0

Table 4 compares the performance of the
proposed method along with the results of
other methods experimented on the same
database[11]. All methods in the table use the
same number of numerals for training and test
data sets from the Concordia database. The
reliability in the table is computed as the
following eguation.

L Recognition_rate
Reliability= Recognition rate + Ervor rate > 100

where the error rate is the portion of patterns
which are classified incorrectly by the method.
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From the experimental results, it is verified
that the proposed method outperforms previous
other methods in terms of the recognition rate.
MCNN
relatively lower .error rate and higher reliability

The  proposed classifier - shows
compared with those of the other methods.
The relability may be improved by introducing
the reject criteria to the decision process in
the system. We also find that the proposed
network performs well using only one output
unlike multiple outputs in most of the previous
networks. Thus, the modified MCNN could be
model for

a more useful classifying the

unconstrained handwritten numerals.

Table 4. Comparison between the proposed
method and other methods

previous methods reported in the literature, the
the best
when

proposed MCNN classifier shows

recognition  rates

evaluated on the same database. Thus, the

performance in

proposed MCNN might be a more appropriate

pattern classifier than other multilayered
dynamic networks for the discrimination of
Although our

handwritten

handwritten numerals. work

focuses on  recognition  of
numerals, we expect that the method can be
easily expanded to cope with more complex
classification tasks such as the recognition of

handwritten characters.

H4d Ak 2000, 11. 15 <A LE © 2000. 12. 21

Methods |Recognized |Substituted! Rejected | Reliability
Kim 95.85 4.15 000 95,85
Krzyzak 94.85 5.15 000 | 9485
Lam 93.10 2.95 3.95 96.98 -
Legault 93.90 1.60 4.50 98.32
Mai 92.95 2.15 490 97.74
Nadal 86.05 2.25 11.70 97.45
Suen 93.05 0.00 6.95 100.00
Cho 96.05 3.95 0.00 .96.05
Lee 97.30 2.70 0.00 97.30
Proposed 98.00 2.00 0.00 98.00

V. Conclusions
This paper presents the recognition of totally
unconstrained handwritten numerals using the
modified chaotic neural networks. The CNN
has inherently highly nonlinear dynamics and
chaotic properties. The network consists of
self~feedbacks
connections with other neurons in a layer.
Thus, it has superior dynamic. characteristics

neurons  with and mutual

comparing with other networks since it
processes both past values in neurons
themselves and mutual couplings among

neurons as iteration proceeds. In this paper,
the CNN has been modified to be a useful
network for solving dynamic pattern problems
and successfully applied to enhance the
recognition rate of unconstrained handwritten
numerals. Compared with other classifiers such
networks and several

as recurrent neural

1999 segAdste s&ed+
oA 9sa A€ =£9.
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