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ABSTRACT

Fuzzy logic ignores some information in the reasoning process. Neural networks are powerful tools
for the pattern processing, but, not appropriate for the logical reasoning. To model human knowledge,
besides pattern processing capability, the logical reasoning capability is equally important. Another new
neural network called neural logic network is able to do the logical reasoning. Because the fuzzy inference
is a fuzzy logical reasoning, we construct fuzzy inference network based on the neural logic network,
extending the existing rule- inference network. And the traditional propagation rule is modified.
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1. Introduction

Expert system has been the most successful one
among the application systems based on the re-
search results in the artificial intelligence area. The
main problem area in the expert system is knowl-
edge acquisition, i.e,, it is very time-consuming to
acquire experts knowledge. It is also verv difficult
to transform all the acquired knowledge to the rule
of “IF---THEN” form [1,5,7,11]. In order to resolve
these problems, machine learning is widely being
studied for developing the self- learning system.
Neural network and genetic algorithm are in the
category of machine learning. Therefore, a hybrid
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system, which combines the expert system with
genetic algorithm and neural network, is consid-
ered as the new methodology for the next gen-
eration artificial intelligence system [1,2,4,5]. Re-
garding this, Quinlan {13] proposed an automatic
rule generation method using decision tree. Gallant
established a basis for coupling neural network and
expert system [5,8]. According to Gallant, knowledge
base is constructed by using neutral network, and
the knowledge acquisition problem can be solved
by learning knowledge base using efficient learning
algorithms such as pocket algorithm [5). However,
the logical reasoning capability as well as the
pattern processing capability is required to model

human knowledge. In this reason, there has been
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a research activity which enables the logical rea-
soning by using reasoning network constructed by
neural logic network [1] which is a modified neural
network.

On the other hand, the expert system which in-
troduces fuzzy logic in order to process uncer-
tainties is called fuzzy expert system. The fuzzy
expert system, however, has a potential problem
which may lead to inappropriate results due to the
ignorance of some information by applying fuzzy
logic in reasoning process in addition to the knowl-
edge acquisition problem. In order to overcome
these problems, We construct fuzzy inference net-
work by extending the concept of reasoning network
in this paper. In the fuzzy inference network, the
propositions which form fuzzy rules are represented
by nodes. And these nodes have the truth values
representing the belief values of each proposition.
The logical operators between propositions of rules
are represented by links. In this paper, the prop-
agation rule [2] used in the existing rule-inference
network is modified and then applied.

In the fuzzy inference network, to determine the
truth values of propositions in the execution part of
fuzzy rules, the nodes linked with the propositions
are to be searched for. In order to do this, we con-
duct a simulation to evaluate the search costs for
search sequentially all the nodes along the links
and for search by means of priorities given to the

links.

2. Neural Logic Network

Neural logic network is a basis for the effective
modeling of three-valued boolean logic using the
existing neural network, and it may be extended
further to perform probabilistic or fuzzy logic. While
the existing boolean logic was developed based on
the two values, “TRUE” and “FALSE”", the three-
valued boolean logic additionally includes “UNKN-
OWN" [1,2,4]. Neural logic network is represented
by finite directed graphs using nodes and links.

Sequence pair(x, y) which corresponds to weight-
ing factor is assigned to every link. Fig.1 shows

an example of neural logic network.

(5.7

(4,1)

Fig. 1. Neural Logic Network

Each node above has one of the following three

activation values

(1,00 for “TRUE”
(0,1) for “FALSE”
(1,1)' for “UNKNOWN”

The following propagation rule is used to de-
termine the activation value of P node in Fig. 2[1].
The nodes linked with node P are {Q1, Q, -, Qn),
Node value of Q; is (a;, bi) and the weighting value
of a link between P and Q; is (xi, yi).

Step 1: Compute ¢=2Xaix; and B=2hyyi
Step 2: Activation value of node P is calculated

as
(1,00, for a-8=1
0,1, for a-B< -1

(0,0), otherwise.

Using the neural logic network, logical operation

can be represented.

tanb:) Q,

(axb:) Q:

(anbn) @,

Fig. 2. propagation rule for Neural Logic Network
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Figs 3 to 6 show “AND”, “OR”, *NOT", and “IF
- THEN" operations for three valued logic with

two inputs.
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Fig. 3. A AND B
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Fig. 4. AOR B

-1,-1)
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Fig. 5. NOT A

4 . (1,0) >. B

Fig. 8. IF ATHEN B

Using the above definitions of logic operations,
we can easily represent the rules including ar-
bitrary logical operators using neural logic network.
An example is shown below.

IF (A AND B) OR (NOT C) THEN D

Each node in the network corresponds to a
proposition or a logical operator in the rule, and the
reasoning process can be represented by neural
logic network consisting of nodes and links.

C

Fig. 7. Representation of a rule using Neural Logic
Network

3. Construction of Fuzzy Inference Network

3.1 Construction of Nodes

Fuzzy inference network consists of input node
(1), hidden node (H) and output node (O} as shown
i Fig. 8 {2].

Can B (@2.82)

. 1(ab) :,R cd) '.0 0

.

. » -

.

Fig. B. Construction of fuzzy inference Network

Each input node corresponds to a proposition in
the condition part under the fuzzy rule. Node values
for the input nodes are given by knowledge
engineer in the form of sequence pair (a, b) which
consists of non—negative real numbers. “a” and “b”
are quantitative expectations for the proposition
related to the node to be “TRUE" and “FALSE”,
respectively. For instance, if 70 and 20 out of 100
experts replied “TRUE” and “FALSE” to a prop-
osition, respectively, and 10 experts did not know
the answer, (a, b) becomes (0.7, 0.2).

Hidden node represents a logical operation and
its values are (c, d). These node values are non-
negative real numbers and determined by the
propagation rule to be discussed in section 3.4.

Each output node represents execution part of
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a fuzzy rule. The node values (e, f) are non-
negative real numbers and determined by input and
output node values and weighting factors between
nodes. There output node values e and f are the
basis to decide whether the corresponding exe-
cution part in adopted or not. IF “l-e-f” is large,
the decision cant be node.

Nodes are connected by links, and weighting
factors (@, B) are given to links. ¢ and f may
be zero, negative or positive real numbers de-
pending on the logical operation and the number
of propositions in the conditional part of the fuzzy
rule. The method to determine weighting factors
is described in the next section.

3.2 Link and weighting factor

In the fuzzy inference network, each node is
connected by links, and the weighting factors given
to links are determined by the logical operations
and the number of input nodes.

(1) “AND” operator

In case that the conditional part of the fuzzy rule
is “Ci, AND C2 AND ... AND C,”, the weighting
factor (a@,8) is (1/n,n) as shown in Fig. 9.

CI 1/n,n)
1/n,n)

= @
(l/nn)

Cn

Fig. 9. “AND" operator and weighting factor.

(2) “OR” operator
In case that the conditional part of the fuzzy rule
is “Ci OR C2 OR ... OR C,”, the weighting factor
(a,B) is (n1/n,) as shown in Fig. 10.
(3) “NOT” operator

For “NOT” operator, the weighting factor (¢, f8)

is (-1,-1) as shown in Fig. 11.

Cl (n1/n)
(n,1/n)

(nl1/n)
Cn

Fig. 10. "OR" operator and weighting factor.

(‘I r'l)

c@P »@ vor

Fig. 11. “NOT" operator and weighting factor.

(4) “IF ... THEN” operator

For “IF ... THEN..” operator, the weighting factor
(a,B) is (1,0) as shown in Fig. 12.

1@ 9 @ :

Fig. 12.“IF ... THEN" operator and weighting factor

3.3 An Example of Fuzzy Inference Network

Any kind of fuzzy rules in the form of “IF ...
THEN" can be represented by the method of fuzzy
inference network explained in sections 3.1 and 3.2.
For example, the fuzzy rules below can be rep-
resented by fuzzy inference network in Fig. 13.

a (0.8,0.2)

b (0.3,0.7)

C (0.6,0.4)

d .9.0.9)

Fig. 13. An Example of Fuzzy Inference Network



Fuzzy Inference Network and Search Strategy using Neural Logic Network 193

IF a(080.2) AND b(0.30.7) THEN e
IF ¢(0.6,0.4) AND NOT d(0.9,0.1) THEN e

3.4 Propagation Rule

In a fuzzy inference network, propagation rules
are needed to determine node values which are
propagated from one node to another node. In this
paper, the propagation rules used in the existing
inference networks are modified and then applied
to the fuzzy inference network.

The propagation rule to determine the node
value of an arbitrary node H in Fig. 14 is described
below.

(anb1) @
(a2,b2) @

(as,b3) (G2

(41,81

(02,82
(43,83

@n,bnj @

Fig. 14. Propagation of Node Values in Fuzzy In-
ference Network

(Step 1) For input nodes, unknown, true, and false
are calculated as
follows :
unknown =2 l-ai-b;

1<i sn

false =2 hifB
1=i s
(Step 2) Node value (ay, br) of node H is calculated
as follows:
ap = true / (true =+ false unknown)

by = false / (true + false unknown).

(Step 3) Critical value 8y is determined as follows:
eh = (Imax + Imin)/2
Where Imux = ( i\ dj ) Vv ( vV b| )

1% {<n 1< 1 % n

Imin = ¢ A a) A (A b))

1 =i =n 1< 1 <n

(Step 4) IF an, - bn = Qy THEN ap=1, by=0
ELSE a; and by remain the same value

in step 2.

4. Search Strategy in Fuzzy Inference Net-
work.

4.1 Sequential Search

By sequential search, in order to determine the
belief value of the final proposition in a fuzzy
inference network, all nodes connected with the
proposition node are searched sequentially. For
example, assume that we need to determine the
belief value of a proposition @, when the following
fuzzy rules are given:

IF a (09,0.1) AND b (0505 THEN Q
IF ¢ (0.7,02) AND d (0.4,06) THEN Q
IF e (0.2,0.8) AND NOT f (0.70.3) THEN Q
IF g (0.80.2) AND h (0.6,04) THEN C
IF i (0.9,0.1) AND j (0.80.2) THEN C
IF k (0.50.4) AND 1 (0.6,0.3) THEN C

Above fuzzy rules construct the fuzzy inference
network in Fig. 15.

901
AND @500

(0.5,0.5)

0.9.0.1) § OR

0.80.2 ]

(0.5,04) k 10.4,0.6}

/ 10.2,0.8)
(9.6,0.3) ot

0.7,0.3)

Fig. 15. Construction of Fuzzy Inference Network

To determine the belief value of node Q, it is
necessary to know the belief values of input nodes
connected with node Q. The input node of node Q
is “OR” operator node. The belief value of the “OR”
node is again determined by the input nodes con—
nected with the “OR” node. Three “AND” nodes are
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connected with the "OR” node and sequential
search is performed. If the belief value of a "AND”
node iy determined to he true, search is no more
performed. Then the belief values of “OR” and Q
nodes become (1,0) which means true.

When the search is performed for the first “AND”
node, this node has two proposition nodes a and
b. Using the fuzzy inference network shown in Fig.
16, the belief value of the first “AND” node can
be determined by the propagation rule explained in
section 3.4.

@.9,0.1} (12,2

AND

{6.3,0.5)

Fig. 18. "AND" nods in Fuzzy inference Network

Following the same procedure, the other two
“AND" nodes are searched for. When belief values
of the three "AND” nodes are determined, belief
values of @ node and “OR” node connected with
the Q node are determined, and then the search for
the fuzzy inference network is finished

AND 103,05

i
3 (B5.0.5)

0802 )

2.5,0.0) k {0.4,0.6)

7 4.2,6.8)
%.6,0.3)

0.7,8.3)

Fig. 17. Seguential Search of inference Network

4.2 Search by Priorities

In search by means of priority, search priority
is assigned to each link and then the search is

performed by the priority. The method to decide
priority depends on logical operators of the
connected nodes.

{1) "OR” node

Higher priority is given to the link connected
with the node which contributes more to make the
belief value of the node true.

(2) "AND” node

High priority is given to the link connected with
the node which contributes more to make the belief
value of the node false.

The reason of the above “high priority” policy
is that, when a node out of the input nodes is true
{false} in case of "OR" [“AND"] node, search for
the other nodes is no more necessary. For example,
assume that search of a fuzzy ianference network
is performed 100 times to determine the belief value
of node Q. There are 3 “AND” nodes as input nodes
of "OR” node which is connected with node Q.
Assume that the belief value of node Q is deter—
mined by the belief value of the first {second, third]
node 15[80, 5] times out of 100 times. Then the
second “AND” node will have the highest priority
hecause the probability for second *AND” node to
determine the belief value of node Q is the highest.

The first “AND” node will have the next ptiority.
Therefore, the third “AND” node has the lowest
priority. Fig. 18 shows an example of search by

0.8,0.2) g @940

AND

0.83.02) §

0. 4,0.8;
as00k @408

2208

Fig. 18. Search by priority in Fuzzy Inference Net-
work
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priority in which priority are assigned to “OR”
nodes to determine the belief value of node Q.
The belief values (a,8) given to proposition
nodes in the fuzzy inference network can be varied
dynamically by knowledge engineers. However,
the priority given to connection links may be
changed as the belief values of proposition nodes
vary, because the priority is determined by search
results which depend on the belief values of input
nodes. Thus, the most appropriate search strategy
is taken under a given environment, as the search
is performed by dynamically adjustable search

priority.

5. Experiments

The criteria for evaluation of experiments in this
paper is IST (inference network search time for a
node, unit: second) required to determine the belief
value of a proposition node in the fuzzy inference
network. Fig. 19 shows IST for sequential search
and search by priority, as the number of rules in

the fuzzy inference network increases.

500

450 ---#--- Sequential search ’
400 } | —®— Priorities search '

350

Search 300 1 K

cost 250 | R

(ist 500)
200 4

100

10 20 30 40 5 60 70 80 90 100

The number of rule

Fig. 19. Comparison of search cost according to
the increase of number of rules.

The difference in IST between the two methods
is larger as the number of rules increases. There-
fore, search by priority is more efficient as the size
of fuzzy inference network increases. [Fig. 20}

compares IST for sequential search and search by

r;Sequential search
OPriorities search

Search
cost 250 f
(ist 500} po0 |

N e A
100 200 300 400 500
The number of search experence

Fig. 20. Comparison of search cost according to
the number of search experiences

priority as the number of search increases, when
the number of rules is fixed as 100. While IST for
sequential search is constant, IST for search by
priority decreases as the number of search in-
creases. This means that the efficiency of search
by priority increases as the number of search
increases. When the amount of knowledge con-
sisting of a fuzzy inference network is large or
when the knowledge database continuously expands
through collection of knowledge, the IST may be
an important factor for the performance of the
entire system.

The experimental results in this chapter show
that search by priority is more efficient than

sequential search in the fuzzy inference network.

6. Conclusion

The fuzzy inference network is constructed by
extending the concept of the existing inference
network based on neural logic network. In the fuzzy
inference network, the propositions consisting of
fuzzy rules are represented using nodes. These
nodes have belief value of each proposition.

The logical operators between propositions are
represented using links. The traditional propagation
rule is modified and applied in this paper.

Experiments are performed to compare search

costs by sequential search and search by priority.
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The experimental results show that the search by
priority is more efficient than the sequential search
as the size of the fuzzy inference network becomes
larger and as the number of search increases.

The search by priority, however, depends on the
previously-collected search experiences. Therefore,
the fuzzy inference network needs to obtain some
new search experiences to find out the most
appropriate search paths, when it is modified. More
studies on this feature will be performed in the
future.
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