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ABSTRACT

In recent, the power consumption was becoming the major problem in portable system because limited battery
life. Not only portable devices but also high powered system need expensive cooling system and packaging. It's
the reason why power estimation tool is so demanded.

In this paper, we proposed power estimation algorithm in gate-level. We analyze several system using our
algorithm and compare this with result achieved using HSPICE, The error bound is under 10 %.

high power consumption is a major problem in
I. M2 the design of portable or mobile electronics. Even
in line-powered equipment, such high power

In the early of this decade, it becomes clear levels require expensive packages and heat-sinks.

that power consumption was becoming a major
problem. The demand for portable electric devices,
very large integrated system and higher operation
frequency bas led to an increase emphasis on
power consumption, Due to limited battery life,

Thus, there is a need for CAD tools to help with
the power management problem. While teols have
long existed for analyzing power consumption at
the lower levels of abstraction only recently have
efforts been directly towards developing a high-
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level power estimation capability.

In order to avoid costly redesign steps, power
estimation tools are required that can assess the
power dissipation ecarly in the design process,
before the final circuit-level design has been
specified. This allows the designer to explore
design trade-offs at a higher level of abstraction
than was previously possible, reducing design time
and cost[1][2].

The dominant source of power consumption in
digital CMOS circuits is due o the charging and
discharging of the node capacitances. The term
dynamic power consumption refers to the sum of
the short-circuit and capacitive power dissipations.

In this paper, we propose new algorithm for
high-level power estimation. It estimates charging/
discharging ratio, the base of dynamic power. We
verified this algorithm by applying to some
system. First, we analyze the system with algori-
thm, then simulate the system with specific inputs
until the variance of result is adequately small
Second, we compare analysed result and simulated
data. We pgot simulation data from HSPICE
sitmulation. There’s under 10% emor bound and some
difference according to the types of architecture. In
Chap.2, We enumerate previous work and describe
proposed algorithm in Chap. 3. Chap4. shows the
experimental result and Chap.5 is conclusion

I. Previous Work

There are two major estimation technique. One
is simulation based estimation and the other is
non-simulation based estimation.

Simulation based techniques measure average
power for specific inputs using circuit simulator
like SPICE[5]. These techniques can test specific
input such as hazard and spatial and temporal
correlation and can handling various device
model. It's the main advantage of these
techniques. But, rthese techniques are so input
dependent that it is hard to generate compact
input set to test all node and condition. Also, it
needs large memory space and long execution
time. IRSIM[7], switch-level simulator, is the kind
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of this technique[8].

McPOWER(9] and MED[!0] proposed another
simulation based approach. The issues are how to
select the input patterns to be applied in the
simulators and how to decide when the measures
power has converged close enough to the true
average power. Normally, the inputs are randomly
generated and statistical mean estimation techniques
arc used to decide when to stop, essentially a
Monte Carlo method.

Non-simulation based techniques estimate power
using probability, entropy, or macro modeling, etc.
These approachk proposed to  solve pattern
dependence problem and simplify delay model.
Thus their accuracy is limited by the quality of
delay models and the input specification. There
are many proposed algorithm in non-simulation
based approach like BDD(Binary Decision Diagram)
[31112], CREST[11], Correlation Coefficient{13],
DENSIMI[4], and Entropy based approach[14]. etc.

II. Proposed High-level Power
Estimation

In this chapter, We propose the method to
estimate power with Boolean function. We
assymed that there are no delay. In any gate, the
input transition led the transition of output. The
basic issue of my propose is that transition at
input signal and some condition of output make
transition of output.

We applied this algorithm to some basic system
for verifying the accuracy of algorithm,

As the result, We have got under 10% error bound.

1. Power Estimation

The key issue to estimate power dissipation of
any systemn is estimate its capacitance and
transition density. In general, capacilance means
area of the system and it is very hard to estimate
why there are lots of way to achieve any given
system. For the purpose of the system, speed,
area, and power, etc., we can achieve system lots
of way with same function. So what we called
power estimation is bounded only estimate
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transition density in many cases.

When the transition is occumred? Iis the starting
point of this algorithm. I thought that transition at
input side and some condition of output led
transition at output side. As an example, think
about NAND gate. The Boolean function of
NAND is f=A-B and the transition conditions at
input side are transition A only, transition B only,
and ftransition both A and B. It is not true that
every transition at input side led transition at
output side. In the case of transition A only,
input pair translate from (0,0) to (1,0) and from
(1,0) to {0,0) are the condilfon for transition at
output side. In the case of transition only B and
both A and B at input side, we can get the
condition of tansition in same way as it is
shown at Table. 1.

We can formula this as follow

P(tran_outy = P(tran _only AY* P(tran condition}
+ P(tran _only B)* P(tran condition)
+ P(tran _both A, BY* P(tran condition)
&Y

where P(x) means the probability that event x
is occurred. The transition condition is the
shadowed pair in Table. 1.

Tablel. Transition condition for NAND gate

Input | tran only A | tran only B |tran both A and B
00 10 01 11
ot 11 00 10
10 00 11 01
1 01 10 00

We specified the input sequence as probability
and transition density 05, I we apply this
specified input signal to NAND gate, then based
on (1)

Pirran_out) =0.5%0.5%(0.5* +0.5%)
+0.5*%0.5%(0.5* +0.5H)
+0.5*0.5%(0.5% +0.5%)

=0.375 @

then, we simulate NAND gate with HSPICE to
obtain its experimental transition density. We
simulate until the variance of input probability
and output tramsition density is under 1%. As
shown in Fig. 1.

We simulate about 350 times and the value of
transition density is 0.375, thus it is very accurate
value with no error compared with analyzed
value.

It is sure that the vesult of NAND gate can be
applied to AND, because AND gate is consisted
with NAND and Inverier gate, and output
transition density of Inverter gate is same as
transition density of input. So, the difference
between AND and NAND gate is only
probability. If we assume that the probability of
AND gate is x then the probability of NAND
gate is (1-x).

In Fig. 1, 2, X-axis represents the run time and
Y-axis represents density.

We test another basic gate such as NOR and
OR gate. Like AND and NAND gate, there’s no
difference except probability. The analyzed
transition density of NOR gate is 0.375 and the
simulation result is Fig. 2.

We simulate NOR gate about 350 times, and the
transition density obtained is about 0.385. The
result has about 2.6% error compared with
analyzed result 0.375.

In such a way, We extend the algorithm. For
large system, we analyze primary gate then apply
these data to the rest system.

Fig. 1 Transifion density for NAND gate
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Fig. 2 Transition density for NOR gate

There are lots of way to construct same
Boolean function for the purpose of system. As
an example, think about Boolean function
f=A-B-C, we can construct this function two
ways, like f=(A-B)-C and f=A.-B-C. In first
case, we can analyze the algorithm easily but we
must do two times. In second case, we can
analyze the algorithm just one time but it is hard
because of long formulac. We must consider each
of transition case like transition A only, B only,
C only, both A and B, and transition A, B, and
C in same time, etc. So, we consider each seven
cases. It is shown in Table, 2.

Table2. Transition condirion for 3-input AND gate

Input {only A|only B|only C|both AB|both AC[both BC| ABC
000 100 010 001 110 101 011 111
001 101 01t Q00 111 100 010 L1
010 | 110 000G 011 100 |- i1 004 101
011 _311’ 001 010 101 11 000 L0
100 | 000 110 101 010 001 111 011
101 [1.4]] i1, 100 011 000 110 010
L1¢ | 010 10 [+~1H - 000 011 101 001
[ onr [ a0 o] o o1 0 | oo

In case f=(A-B)-C, the analyzed transition
density is 0.266, and the other case, the analyzed
transition density is 0.219 as shown in Fig. 3.

We simulate about 700 times, and the simulation
result for f=A-B-C is about 0.252, so the error
is 5.5% and 13% in each case. Thus, for the
f=A-BC, the case of
f=(A-B) C is more accurate than f=A . B-C.

Boolean function
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Fig. 3 3-imput AND gate architecture

Fig. 4 Transition density for 3-input AND gate

IV. Experimental Result

As a first step toward a high-level power
estimation capability, If the function represented
y=Rx,, x3..... x,) then, we normalize (1) like

(3).

Pltran_outy="% {P(ran_x)[ [ Perar _x )P {[ro + P T30 )
-l ki
(3

We assumed zero-delay model and specified
input set, 0.5 probability and 0.5 transition
density. We simulated some basic circuit,
ISCAS’85, and ISCAS’'89 circuits until the
transition density was scttled. The simulation time
was from 800 to 1600 times.

1. Half Adder

The half adder consisted with two inputs and
two outputs. The function of each output is
sum= q,6D b,. The
following is the architecture of half adder(Fig. 5)

The analyzed tramsition density of output carry

carry= ay by, and

is 0.375 as it was shown before chapter, and
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output sum is 0.439. The simulation result was
shown in Fig. 6, 7.

O

Fig. 5 Architecture for half adder
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Fig. 6 Transition density for outpmi camy

So the error of each output is 0% and 3.5%.
In case of output sum, we analyzed two ways.
First, we construct sum= ay- bg+ ap- by, then
the analyzed result was 0.439, so the error was
3.5%. Second, we construct sum= 2,D b, then
the analyzed result was 0.5, so the error was 9%.
Like three input AND gate, there was some
difference according to architecture types.
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Fig. 7 Transition density for output sum

2. Full Adder

The full adder consisted with three inputs and
two outputs. The function of each output is
carry= ay byt by cpF g ays and
sum= ayPb,Pe, The following is the
architecture of full adder(Fig. 8)

surmn

Fig. 8 Architecture for full adder

The analyzed transition density of output carry
is 0439 as it was shown before chapter, and
output sum is 0.5. The simulation result was
shown in Fig. 9, 10.

Fig. 9 Transition density for output carry
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Fig. 10 Transition density for output sum
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The simulation result of carry is 0.48, then the
error is 8.5% compared with analyzed result. The
simulation result of sum is 0.505, then the error
is 0.1%.

3. Bypass Adder

We constructed 4-bit bypass adder consisted
with 4 full adder blocks and carry selector block.
So, it has total 33 gates. It was shown in Fig.
11.

We represent output carry and suml, why
output sum has same function. The function sum
was same with represented in chapter full adder,
and the function of camry was
f= carryy-conl.sig. + carry,- cont,sig., where

cont. sig. = ( ) (2,D8)-(a,Dty)-(a;Pb)T h e
simulation result was shown in Fig. 12, 13.

The analyzed result for carry was 0439 and
suml was 0.5, so the error for each output was
10%, 0.6%.
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Fig. 11 Architecture for 4-bit bypass adder
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Fig. 12 Transition density for output carry
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Fig. 13 Transition density for output sum}

4. Carry Look Ahead Adder(74182)

We constructed CLA, and it has 19 gates. We
represented output cx, cy and p. The function for
each output was like follow.

Cx = G[) + Fl'ﬂcn
¢, =G, + (G, +c,R)A
p=(RPER) (4)

Go - - - .-

2 283z 583323 588
“c =2 g8 8 F 3R AR

47 '
93 ¢

Fig. 14 Transition density for output cx
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Fig. 15 Transition density for output cy

The analyzed result were 0.44, 042, and 0.16 in
order and the simulated result were 0.47, 0.471 and
0.172. So the error were 6.4%, 10.8%, and 6.9%.

Fig. 16 Transition density for output p

5. Fast Adder (74283)

We constructed fast adder, and it has 36 gates.
We represented output ¢0, cl, ¢2 and s.

The analyzed result were 0.472, 0.466, 0.468,
and 0.5 in order and the simulated result were
0.44, 0.503, 0.444, and 0.459, So the error were
6.8%, 74%, 5.1% and 8.2%.

Fig. 17 Transition density for output s
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Fig. 18 Transition density for output c¢

Fig. 20 Transition density for output ¢2

6. 4-bit Magnitude Comparator
(741.85)
We constructed 4-bit magnitude comparator, and

a7 - - —— e & e e o

Fig. 21 Transition density for output agh

1743



FLEA TS =53] '01-10 Vol.26 No.10A

it has 21 gates. We represented output aeb, agb,
and bga.

The analyzed result were 0223, 0494, and
0.494 in order and the simulated result were 0.24,
0.49, and 0478. So the error were 7.1%, 0.8%,
and 3.2%.

Fig. 22 Transition demsity for output bga
V. Conclusion

In this paper, we proposed an algorithm for
high-level power estimation. First, we established
algorithm based on the concept of probability and
transition density. We thought that transition was
occurred according to the transition at input side.
But, it is not true that transition at input side
always make transition at output side. So, we
thought that there’s some condition for transition.
The answer was condition of input pair. We

insert this issue to the formulae.
Pltran_ora)= 3 {Pierem )] [Peran_x 1P oo P T ):
= 1=

After, establishing algorithm, we tested started
from basic circuit like NAND, NOR gates, to
complex circuit like 74L85, 74283(ISCAS), etc.
We do simulate until the variance of value of
transition density was settled.

Together with simulating, we analyze the
circuits with our algorithm. The resuli was shown
at table 3.

As result, we could get under 10% ermror
bound. But there’s some problem that there are
difference according to the type of architecture. It
is important why we construct any sysiem
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matching to the purpose of system, such as
power, area, speed. Another problem is that it
need much time for large circuit why according
to the algorithm, we do analyze gate to gate from
primary inputs to outputs.

Table 3. The result of proposed algorithm

system output | Analyzed vahie | Simulated value § _error
half adder carry 0.375 0.375]  0.00%
sum 0.439 0.455] 3.50%
full adder carmy 0.439 0.48} 8.50%
sum 0.5 0.505] 0.10%
bypass adder]  camry .439, 0.493) 10.00%
suml 0.5 0.503] 0.60%
74182 Cnix 0.44] 0.47] 4.40%
Criy 0.42} 0.471] 10.80%
P 0.16 0.172)  6.90%
74283 co 0.4724 044  6.80%
Cl 0.466; 0.503)  7.40%
C2 0.46! 0.444) 5.10%
S 0.5 0.459]  8.20%
74L85 aeb 0.223 024 1.10%
agh 0.494 0.49} 0.80%
) bga 0.494) 0.478] 3.20%
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