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Abstract An adaptive bit-reduced mean absolute difference(ABRMAD) is presented as a criterion
for the block-matching algorithm(BMA) to reduce the complexity of the VLSI implementation and to
improve the processing time. The ABRMAD uses the lower pixel resolution of the significant bits
instead of full resolution pixel values to estimate the motion vector(MV) by examining the pixels in
a block. Simulation results show that the 4-bit ABRMAD has competitive mean square error(MSE)
results and a half less hardware complexity than the MAD criterion. It has also better characteristics
in terms of both MSE performance and hardware complexity than the Minimax criterion and has better

MSE performance than the

difference pixel counting(DPC),

binary block-matching with

edge-map(BBME), and bit-plane matching(BPM) with the same number of bits.

1. Introduction

The motion estimation(ME) techniques have an
important role in video coding due to their capabilities
that reduce the temporal redundancies residing
Most of the ME
techniques developed so far are the block-matching

between successive frames.

c 2 ATe ATPWlE dFAEE B3t FepATe] AdE UkE

tu 8 9 FTHAFANETY MFEAITFAGAE A7
hsoh@etrirekr
rou 8 4 SeYcXua ARy a5
yunju@sookmyung.ac.kr
tH FAY Y A3HEsd AN ag
hklee@casaturn.kaist.ac kr
=EHS 19989 89 17¥
AATEER 20009 249 239

algorithms(BMA) which estimate a motion vector
(MV) on a block-by-~block basis. In the BMA, the
current frame is partitioned into non-overlapping
equal-size rectangular blocks and all pixels in one
block are assumed to have the same motion
displacement. The MV for each block is estimated by
searching for its highest correlation with an
associated block within the search area in the
reference frame. A general search algorithm is the full
search BMA(FSBMA), which obtains the optimal
the best
matching block within a search window. Many of
video coding standards such as H.261(1], H.263[2],
and MPEG-1,2[3] have adopted the ME technique.

result by searching exhaustively for
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The enormous amount of computational demand
for the ME, especially FSBMA, prevents the software
implementation from running timely in real-time
video coding systems. Therefore, the VLSI imple-
mentation of the ME is indispensable for such sys-
tems. Owing to the regularity and simplicity of
matching operations, the FSBMA is suitable for the
VLSI implementation[4,5,6] and thus it is the most
widely used for the ME.

There are three factors that determine the
performance of the BMA: 1) search method, 2) search
range, and 3) block-matching criteria. Many search
methods have been investigated in the literatures(7,
8,9,10]. Among them, the full search method gives an
optimal solution and has low control overheads. The
block-matching criterion adopted in a search method
affects the accuracy of the estimation. Since the
matching is a main operation of the VLSI architecture
for the BMA, a hardware-efficient matching criterion
is highly essential. Thus several block-matching
criteria to reduce hardware requirements have been
investigated{11,12,13,14,15]. In this paper, we focus on
the block-matching criterion to propose a new
scheme for reduction of the hardware requirement and
speed—up of the VLSI
acceptable video performance.

As the estimation in the BMA has been done with
block-by-block comparison which is performed in

implementation with an

pixel-by-pixel, the basic operation of the BMA is a
pixel comparison. Since the pixel comparison is a
bitwise operation, if the number of bits is reduced, the
corresponding hardware requirement can be reduced.
Taking this point into consideration, we propose a
more hardware-efficient block-matching criterion,
called adaptive bit-reduced mean absolute differ-
ence(ABRMAD).

The rest of the paper is organized as follows. In
Sec. 2, various well-known block-matching ME
criteria and some lower bit resolution criteria are
briefly discussed before presenting the ABRMAD
criterion. In Sec. 3, we present a new criterion
ABRMAD for the BMA. In Sec. 4, the performance of
the ABRMAD is evaluated and compared with other
methods such as MAD, MiniMax, DPC, BBME, and
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BPM. Finally, the
synthesized by using VLSI design tools are presented

hardware  characteristics

in Sec. 5.

2. Criteria for Block-Matching Motion

Estimation

Many BMA criteria have been presented to find
the best matching block among the candidate blocks
in the search area. The normalized cross-correlation
function(NNCF)[7], mean-square difference(MSD)[8
1, and mean absolute difference(MAD)[9] are well
known criteria. Because the NNCF and MSD require
the multiplication, both of them are too complex and
their hardware realization seems far from being
feasible. Thus the MAD criterion is widely used for
the ME and it has been implemented with VLSI. But
the hardware implementation of the MAD with full
resolution of pixels is still computationally expensive.
Therefore, new matching criteria, such as the
difference pixel counting(DPC)[12], binary block—
matching with edge-map(BBME)[13], and bit-plane
matching(BPM)[14], have been presented with lower
resolution of the pixel to reduce the hardware
complexity of the MAD. In this section, we briefly
describe the MAD and several criteria that use pixel
data of the lower resolution.

Assume R(i,j) to be pixel intensity at (i,j) position
of the current block in the current frame, and
S(i+u,j+v) to be pixel intensity at (i,j) location of the
candidate block in the reference frame, shifted by the
u pixels and v lines within the search area. For the
best match, the displacement (u,v), called MV,
represents the estimates of the dispiacement in
horizontal and vertical directions, respectively. In the
following criteria, the size of block is Nx/NN and the
position (u,v) lies within the search area.

(1) Mean absolute difference(MAD)[9]:

MAD(w, ) =—kr 3 S IRG.A- St wital. ()

In this criterion, the MV is determined by the
smallest MAD(u,v) for all possible displacements
(u,v) within the search area. The MAD is the most

widely used matching criterion due to its lower
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computational complexity.
(2) Minimized maximum error{MiniMax)[11]:

MiniMax( %, 0) = |R(7, ) — SG+ 7+ )| s 2)

where 1<i,<N. In this recently developed method, the
smallest MiniMax(u,v) within the search area is
chosen for the best match. Chen et al.[11] reported
that the
hardware than the conventional MAD criterion while

MiniMax criterion requires 15% less

it maintains an acceptable video performance.
(3) Difference pixel count criterion( DPC)[12]:
The difference pixel count criterion(DPC) is
defined as the number of pixels whose 2-bit
requantized values are matched. It can be described

as follow.

DPC(u, =7 35 lﬁ;‘,l AND{(XNOR(R,(i. 9, Si+ . i+ )}, (3

where Ri(i,j) and Si(i+u,j+v) are the requantized
values of R(ij) and S(i+uj+v), respectively. The
requantized pixel resolution is lower than original one,
thus the DPC can require less hardware than the
MAD. The requantized value Pi(i,j) is obtained as eq.
4.

11 if p(i, ) — m=¢

10 if & p(i,)— m=0 o)
0L it Op(i, = m=—¢

00 if p(7, )~ m{—¢,

Py, )=

where p(i,j) is pixel intensity at position (i,j), and m
denotes the mean of the block. For each block, the
value t used in eq. (4) can be derived using
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(4) Bit-plane matching criterion(BPM)[13]:

In this method, the current and the reference
frames are transformed into binary-valued pixel
frames. For two binary blocks, the matching criterion,
called BPM, is as follow.

BPM(x, ) =—dr 2 3 XOR(RGi,7), Stitwjto), (6

where R(:,» and BJ(i+us+v) denote pixel values
after the transformation to one-bit frames. The MV is

defined by the (u,v) for which BPM(y,v) is minimum.

To transform the current and reference frames, they
apply the convolution kermel K to the original frame
F to obtain the filtered version G. The pixels of the
binary frame F are given by

c a1 if F(3,A<GG )
?(l")_{ 0 otherwise. ™
They use the convolution kernel K, for example,
given by
L if ije01,4,8,12,16]
(o i i,j=(1,4,8,12,
kG { 0 otherwise. ®

(5) Binary block-matching using the edge-
map(BBME)[14]:

The BBME estimates the MV by using the binary
edge-map to reduce the complexity of hardware
implementation. For the comparison of the current
block R and a candidate block S, the binary
edge-maps of the block R and S are compared. The
edge-maps of the current frame and the reference
frame are obtained by using the pre-processing. This
method can reduce the complexity of hardware
because of using one-bit per pixel for pixel
comparison. The matching criterion is 'as follow.

BBME(«, v) = ﬁ:ll g} XOR(CRG, ), Stitu,i+v). (9

The MV is the displacement which is pointed to by
the smallest BBME(u,v).
(6) Reduced bit
(RBMAD)[15]:
Any n-bit pixel value A, let Apq be p-g+1 bits
Ay» - +A, in the binary
A=A, 32"+ - -+ A2+ 4,
The RBMAD criterion is described as follow.

mean absolute difference

representation  of

where  #2p>¢20.

RBMAD y(u, v) =

L B B IRGD s im S D) e, (10)
where k is a given factor which should be ==k£>0.
Similar to MAD, the MV is determined by the
smallest RBMADx(u,v) for all possible displacements
(u,v) within the search area. Since the RBMAD uses
only upper k bits of pixels, the RBMAD is equivalent
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to the MAD when k=n. This criterion can reduce
hardware complexity depending on k but causes the

significant degradation of video quality.

3. An Adaptive Bit-Reduced Mean Ab-
solute Difference Criterion

The criterion RBMAD is very effective to reduce
the hardware complexity and to improve the
processing speed. But the degradation of video quality
is a critical problem. The video quality of the
RBMAD applied for video sequences that contain
large dark area, that is, pixels have effective values at
close to the . least significant bit(LSB), is degraded
To the of the

performance degradation, if only effective bits are

seriously. overcome problem
compared by examining the pixels of the block, the
significant degradation of video quality can be
remedied. Taking this point into consideration, an
efficient matching criterion, ABRMAD, is proposed.

In the ABRMAD, for any n-bit pixel A, selected k
bits are represented as A nm-s+ sSimilar to the
RBMAD. But the most significant bit position m is
obtained by examining the current block in contrast
to the RBMAD where m is set to the most significant
bit(MSB) of the pixelG.e., m=n-1).

The criterion of ABRMAD is described as follow.
ABRMAD ,, (u, v)=

1 ﬁl gllR(i,f) mm—gt1— S+ U+ 0) s, (an

V£

where kn>#£>0) represents that how many bits are
used and m is the effective MSB position in the range
of n—1zm>0. Similar to the RBMAD, the MV is
determined by the smallest ABRMADn(u,v) for all
possible displacements (u,v).

The effective MSB position m is obtained by
looking at the current block. For pixels in the block,
the non-zero MSB position of the pixel that has the
largest intensity is set to m. In case of £—1<m, the k
bits from m to m-k+I bit position are used. In other
case(k-I>m), the k bits from k-1 to 0 bit position are
The of bit(bit width) k
pre-determined by considering the required quality

used. number is

g &8 A 27 F A5 52005

and hardware complexity.

An example for pixel comparisons of the criteria
MAD, RBMAD with 4 bits, and ABRMAD with 4 bits
is shown in Figure 1, where the largest pixel value of
the current block is 45(001011012), n=8, and k=4. Thus
the effective most significant bit position m is set to
5. Therefore, the 4-bit pixel values positioned from 5
down to 2, instead of 8-bit pixel values, are compared
in the ABRMAD. In MAD criterion, all n bits are
used to compare the pixels and 4 MSB bits are used
in the RBMAD. If k=n, the ABRMAD is the same to
the MAD and the RBMAD.

Pixel on Pixel on Pixeton Pixel on Pixel on Pigel on
Reference Frame Current Frama  Referencs Prame Current Frame  Refersnce Frame Current Frame

Fig. 1 (a) Example of selected bits for pixel

comparison using MAD (b) Pixel
comparison using the RBMAD with 4 bits
(¢) Pixel comparison using ABRMAD
with 4 bits

4. Experimental Results

Four quarter common intermediate format(QCIF:
176x144, 30 frames/s) video sequences, named Miss
America, Carphone, Foreman, and Claire are used to
the of the ABRMAD
criterion. Two video sequences, Miss America and

investigate performance
Claire, contain a speaker with slow movements,
which are typical in low bit-rate video applications
The
sequences Carphone and Foreman have a little

such as video—phone, video-conferencing.

moderate motion field which is caused by the
movements of the objects and the effects of the video
camera. The experimental results are compared with
those of existing ME criteria such as MAD, MiniMax,
RBMAD, BPM, DPC, and BBME.

The mean square error(MSE) per pixel is used for
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a performance measure of the ME criteria. The MV

for a block of size 16x16 is estimated within the =16

Table 1 Effective MSB position of each test
sequence in ABRMAD

Effes(:isxirgolr\]/ISB Al\md;iisca Carphone | Fpreman | Claire
Bit position 0 0% 0% 0% 0%
Bit position 1 0% 0% 0% 0%
Bit position 2 0.8% 0% 0% 0.29%
Bit position 3 3.9% 06% 0.3% 5.9%
Bit position 4 11.7% 1.1% 14.1% 12.7%
Bit position 5 26.3% 29.0% 21.8% 24.0%
Bit position 6 44.0% 31.9% 30.1% 38.4%
Bit position 7 13.2% 37.4% 33.7% 18.8%

MSE

matching criterion

performance of each

Fig. 2 Average

allowable displacement.

The average performance of each matching
criterion is summarized in Figure 2. The ME for the
matching criteria is performed within only luminance
components. The numbers of bits, used for ME, of
DPC, BBME, and BPM are 2, 1, and 1 bit(s),
respectively. The motion compensated frame is used
as a reference frame. The MSE performances of
RBMAD and ABRMAD are described according as
how many bits are used to compare the pixels in a
block. The two matching criteria RBMAD and
ABRMAD which use 8 bits are the same to the MAD.
The MSE performances of the ABRMAD with small
number of bits such as 5, 4 bits are similar or slightly
worse compared with those of the MAD. But it is
better than those of the RBMAD with the same
number of bit and MiniMax. In particular, from the
results of the video sequences

Miss America and Claire, the MSE performances
of the ABRMAD with small bits are very similar to
those of MAD. The results also show that the MSE
performances of the ABRMAD with one or two bits
are better than those of the DPC, BBME, and BPM.
In the video sequence with low motion fields, the
performance gains are not great, but in the sequence
Carphone and Foreman, the MSE performance of the
ABRMAD with one bit is much better than those of
BBME and BPM. Also, the ABRMAD with two bits
has good MSE performance comparing with DPC. In
Table 1, the percentages of effective MSB position of
each video sequence are shown. The sequences Miss
America and Claire have the bit position 6 as the
most occurring effective MSB position. It show that
the ABRMAD can have a change to improve the
MSE performance comparing with RBMAD.

The pure MSE performance of the proposed
ABRMAD shows that it is a good ME criterion for

low complexity hardware.

5. VLSI design

The VLSI synthesis for the conventional MAD,
RBMAD, and the proposed ABRMADhave been
implemented by Compass VLSI design automation
tools using the architecture described in [4]. They are
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described and tested with a high-level hardware
description language, Verilog and its simulator, Then,
the layout for the synthesis is automatically generated
by the ASIC compilers. Similarly, the timing aspect of
the synthesis is tested using a critical path analyzer
in the tools.

The VLSI design for the ABRMAD consists of a
effective MSB finder to detect the effective MSB, two
bit-selectors, and processing elements(PEs) for
estimating the MV as shown in Figure 3. The
effective MSB finder finds out the largest pixel value
and sets the effective MSB position, which can be
implemented by wusing multiplexer, counter, and
shift-register. Two bit-selectors pass k bits of pixels
from the effective MSB position m to m—-k+1 in the
current block and the search area. The bit-selector
can be implemented by using shift-register. The PE
architecture compares the current block with the
candidate block and generates the MV. The VLSI
in [4] is used for the PE

architecture(as shown in Figure 4) which is for a 8x8

structure described

current block. Each PE element calculates the sum of
absolute differences of the corresponding pixels
between the current block and a candidate block. In
the figure, the index CB denotes sequences of current
block data, SWL and SWR denote sequences of
reference frame data from the different portions of the
search area. The pixels in the left a half portion and
right a half portion of the search area are passed
through the SWL and SWR, respectively. The pixels
in the current block are passed through from PEO to
PE7 at each cycle time. The pixels in the search area
are broadcasted to all PEs. The detailed data—-flow
diagram and its features are described in [4]. Each
PE of

accumulation of sum of the absolute differences, an

element consists an accumulator for
absolute difference component which is composed
with a subtracter and an absolute function to
calculate the difference of the two pixels. The PE
architecture can be easily scaled to perform the ME
with a large size of blocks.

The structure for the ABRMAD is similar to the
RBMAD except a single comparator as shown in

Figure 3. The overhead for the ABRMAD compared

2 8 A 27 d A5 (0005

with the RBMAD is so minor that it can be ignored.
But as shown in Figure 2, the MSE performance gain
is very high. With the same video quality to
MiniMax, the ABRMAD can be implemented with a
quite less VLSI complexity.

k{number of bits)
8

Turrent EL : Bit-selactor [

—™
PE architacturs | MY,
Effdctive MSB findar o 1 for MY —
positon

M Bit. " * by

Searchares o

Fig. 3 Block diagram for VLSI architecture of
ABRMAD

With a 0.8 wm CMOS standard cell technology, the
characteristics of the synthesized VLSI design are
shown in Table 2. The table shows that the less bits
we use, the smaller hardware cost and the faster
speed we can achieve. Comparing with RBMAD with
the same bit, the ABRMAD requires more hardware
caused by the effective MSB finder and bit-selectors
by 1-2% of the MAD criterion. The speed de-
gradation, also, is 1-3% of the MAD criterion. This
drawback compared with RBMAD be
compensated by MSE performance of the ABRMAD.
Examining the Figure 2 and Table 2, the trade-off

can

between video quality and hardware cost in the
ABRMAD can be observed. As an example, take a
look at the case of the 4-bit ABRMAD. With
negligible degradation of video performance, we can
implement the ME with 56% smaller hardware area
and 33% faster speed than that using MAD criterion.
Thus,
required, the presented criterion is very suitable for
the VLSI implementation of the ME.

if cost-effective real-time applications are

6. Conclusion

A new ME criterion called ABRMAD which is
very suitable for an efficient VLSI implementation
without a significant degradation of video quality is

presented. Two main advantages of the proposed
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Table 2 Performance table for VLSI implementation(Areamil?, Speed:cycle time(ns))}
RBMAD ABMAD
MAD 148.82%97.35 100% 32.06 100% 148.82x97.35 100% 32.06 100%
7-bit 138.49X95.30 91.1% 29.47 91.9% 139.70X96.23 92.8% 30.01 93.6%
6-Dbit 126.52 % 88.28 77.1% 27.04 84.3% 127.73%89.12 78.6% 27152 85.8%
5-bit 112.66x74.13 57.6% 2497 77.9% 113,94 X74.87 58.9% 25.05 78.1%
4-bit 100.06 X62.17 42.9% 21.14 65.9% 102.03x62.21 43.8% 21.49 67.0%
3-bit 87.72x46.60 28.2% 19.09 59.6% 89.03%x47.11 29.0% 19.61 61.2%
2-bit 78.27X47.35 25.6% 17.43 54.4% 79.58 X48.16 26.5% 1791 55.9%
1-bit 55,72%X31.02 11.9% 17.22 53.7% 56.91 x31.92 12.5% 17.33 54.1%
ABRMAD criterion are 1) VLSI area is much saved, [8]1 ] R Jain and A. K. Jain, "Displacement
2) operational speed is increased. In order to show the measurement and its application in interframe image
hardware efficiency of the proposed scheme, we coding,” IEEE Trans. Comm., vol. 29, no. 12, pp.
’ 1799-1806, 1981.
synthesized the ME using the ABRMAD criterion and [9] T. Koga, K. linuma, A. Hirano, Y. Iijima, and T.
compared it with the statistics of the conventional Ishiguro, "Motion-compensated interframe coding
MAD criterion. Through intensive simulation tests, for video conferencing,” Proc. NTC8I, pp.
we also showed that the ABRMAD has competent G5'3'1.—(.:’5'3'5' 1981. o )

. . [10] R. Srinivasan and K. R. Rao, "Predictive coding
video performance like MAD. As a result, the new based on efficient motion estimation,” IEEE Trans.
scheme can be adopted in VLSI implementation of Comm., vol. 33, no. 8, pp. 88-896, 1985.
real-time video applications. [11] M. -J. Chen, L. -G. Chen, T. -D. Chiueh, and Y. -P.
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