20|24 X|AHO|AE ATt SENKOV A|AE2] X

Implementation of SENKOV System:
A Knowledge Base for Semantic Analysis

£ % &l (Yoolin Moon)  ghgulshw A4 R &=t

i =

2 3

1. Introduction

. Literature Review

OI. Design and Implementation of the
SENKOV System

V. Verb Congept Classification Available
for the Selectional Restrictions

V. Conclusions

Keywords: SENKOV, User Interface, Semantic Networks, Isa-Hierarchies Co-occurrence Constraint, Selectional Restriction

I. Introduction

World Wide Web(WWW) has recently changed
information technologies dramatically. But as most
information on the web is written in English, it is
difficult for east-Asians using non-English to
communicate with others through WWW, And as
language processing technologies have been developed
mainly for English, they have to be studied for
east-Asian languages, too. Since language processing
technologies and internet information technologies are
tightly coupled as very essential issues, they are
important for people including east-Asians who live in
internet governance times. Under this recognition, this
paper iries to implement a knowledge base for the
semantic analysis of natural language processing(NLP)
for Korean.

The semantic analysis is indispensable for the

understanding of Korean speech and Korean text, for

the lexical information technique in information
communication and for integration of the different
semantic information (©)JA% %, 1997, Hernert, 1994;
Montemagni ‘&, 1992). For efficient semantic analysis,
the verb in the sentence should be recognized not as
the string itself, but as the verb concept of the
semantic network for the mutual relationships among
the verbs.

Semantic networks for Korean verbs(SENKOV) is a
necessary component for recognizing the verb concept.
SENKOV is able to provide the verb concept with
selectional restrictions in the role of a sentence and to
efficiently perform NLP. Needless to say, it is
necessary to  construct SENKOV  for efficient
processing of the applications of Korean NLP and IR.
Because constructing SENKOV needs a long time and
needs many experts, it has not yet been completed.
Many countries (U.S.A., Germany, France, Italy and
Spain etc.) have been working for building semantic
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networks of their own language.

The paper presents methodology and techniques for
design and implementation of the SENKOV System
based on the validation of set membership and
dictionaries. And it performs verb concept classification
available for establishing the co-occurrence constraint
relationships among adverbs and verbs. The paper is
important in that it has made the first attempt at
classifying Korean verb concepts for the semantic
analysis of NLP.

I. Literature Review

2.1 English WordNet

WordNet is an on-line lexical reference system
whose design is inspired by current psycholinguistic
theories of human lexical memory (Miller 5, 1993).
English nouns, verbs, adverbs and adjectives are
organized into synonym sets, each representing one
underlying lexical concept. WordNet presently contains
approximately 120,000 word forms. WordNet may be
viewed as semantic networks which represent
hypemyms of English word senses in the form of
isa-hierarchies.

WordNet, however, does not systematically classify
top nodes of verbs, overclassifies verbs into similar
concepts and does not distinguish intransitive verbs
from transitive verbs.

2.2 Levin Verb Classes

Levin verb classes (Levin, 1997, Levin 5, 1996)
contain various syntactically relevant and semantically
coherent verb classes of English. It takes a semantic
classification structure. Also it incorporates syntactic

relationship in the semantic relationship for verbs,

includes selectional restrictions of verbs and classifies
approximately 3,000 verbs into 49 verb classes.

It is organized in order to group together verb
classes by meaning. However, there is little hierar-
chical organization in comparison to the number of
classes identified. And it does not fit top nodes for all

of the Korean verbs.

2.3 Semantic Networks for the European
Languages

Germany, Spain, France and Italy are working on
constructing Euro-WordNet and their own semantic
networks independently. They have been working on
constructing their own semantic networks for nouns for

many years, but not for verbs.

. Design and Implementation
of the SENKOV System

3.1 Design of the SENKOV System

In the design of the SENKOV System, the most
important task is to come up with the way of
representing the nodes of word concept and to
establish the relation of their hierarchies. There are two
ways of representing the word concept, that is, by the
constructive theory and by the differential theory. The
SENKOV System adopts the differential theory and
represents the word concept with symbols differentiated
for each concept. The symbols are represented by
synonym sets (synsets) of English WordNet and those
of Korean nouns, and their hierarchies are represented
by hypemnymous relations among these symbols.

With the strategies described in section 3.1.1, the
SENKOV System consists of the Creation System and
the Database Construction System.
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3.1.7 Design Strategies
The design strategies of the SENKOV System are as
follow (-2 5, 1994; ¥-f7), 1996; Montemagni

= 1992; Sumita 5, 1993).

1) The SENKOV System adopts the differential
theory and represents the word concept with
symbols differentiated for each concept. The
symbols are represented by synonym sets
(synsets) of English WordNet and those of
Korean nouns.

2) Hierarchies of the SENKOV System are repre-
sented by hyperymous relations among synsets.

3) The SENKOV System is designed on the basis
of the definition in the Korean Dictionary.

4) The SENKOV System attempts to incorporate
syntactic relationship in the semantic relationship
for Korean verbs. The syntactic relationship deals
with the predicate-calcutus forms of verbs, and
the semantic relationship deals with the sub-
categorization information as well as concepts
for verbs. This is because the syntactic and
semantic relations simultaneously affect the
semantic analysis of sentences.

5) The SENKOV System refers to the top nodes of
Levin verb classes, which do not fit those of all
Korean verbs and lack in the hierarchical
organization. Also, it adjusts (deletes, updates and
inserts) top nodes by referring to the Korean
dictionary according to the characteristics of
Korean verbs,

6) The SENKOV System deals with the verb classes
of the root forms of Korean verbs. Later we
intend to extend it to verb classes of the derived
forms, passive forms and the causative forms of
the verbs.

7) The SENKOV System distinguishes between

intransitive verbs and transitive verbs of Korean.
WordNet does not make this distinction.

8) The SENKOV System refers to the hierarchies of
the Korean hypernym dictionary and WordNet.
WordNet does not systematically classify top
nodes of verbs and overclassifies verbs into

similar concepts.

3.1.2 The Creation System

The general flow of the Creation System is
illustrated in <Figure 1>. For the input Korean verbs,
automatic extraction of semantic networks is performed
using the definition of the Korean Dictionary. From the
networks, a hypernym dictionary is built for the

Korean verbs.

list of Incorporation of
aK‘St . Hypernym _| WordNet and Levin
ver the Hypemym Dict.
Preliminary List . a List of
T SENKOV | TWmE T ooy

(Figure 1) Flow of the Creation System

The incorporation of WordNet and Levin verb
classes in the hypernym dictionary is performed
automatically, and the output is the preliminary list of
SENKOV. And then validation of set membership for
SENKOV is performed. Finally, the list of SENKOV
is produced.

In <Figure 1>, pruning is performed for the
validation of set membership based on the design

strategies as described in section 3.1.1.

3.1.3 The Database Construction System
The general flow of the Database Construction
System for SENKOV is illustrated in <Figure 2>. The
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list of SENKOV produced by the Creation System in
section 3.1.2 is sorted and merged, and a sorted
SENKOV list is produced. And with the SENKOV list,
the database creation job is performed and the database
for SENKOV is constructed. The database consists of a
synset file and an index file.

a st of Sort & Sorted Database Database
SENKOV Merge |— SENKOV —| Creation |— for
System list System SENKOV

(Figure 2) Flow of the Database Construction
System

3.2 Implementation of the SENKOV System

We selected 658 Korean verbs which are frequently
used in the genmeral domain, and implemented the
prototype of the SENKOV System utilizing C++
compiler in the SUN workstation.

(Table 1) Comparison of the Semantic Net-
works for Korean Verbs and Korean

Nouns
# of average depth of the
Part of Speech
O Speee the top node hierarchy
Korean Noun 11 5.40
Korean Verb 4 2.35

According to the results of the experiment, the
SENKOV System has 44 top nodes and average 2.35
depths in the hierarchy. <Table 1> compares Korean
verbs with Korean nouns in the number of top node
and in the average depth of the hierarchy. This means
that Korean nouns have quite deep hierarchies and
Korean verbs have groups of similar concepts with

very shallow hierarchies.

“fEy
2 senses of extradite
Sense 1
extradite
=> banish, evacuate, recall, extradite
=> temove, take, take away, take off
Sense 2
extradite, deliver, deport, surrender
=> expel, turf out, kick out, throw out, cast out
=> move, displace, make move

{Figure 3) An Example of the Implemented
SENKOV System

<Figure 3> illustrates an example of the
implemented SENKOV System. It is the SENKOV list
for the Korean verb “\JZT} (extradite)”, which has 2
word senses. The SENKOV System can be applied to
the real system --- machine translation system, machine
understanding system, information retrieval system,
on-line shopping system and human-computer interface.
<Index 1> shows a part of the SENKOV verb classes.

IV. Verb Concept Classification
Available for the Selectional
Restrictions

The SENKOV System has been applied to the verb
concept classification available for the selectional
restrictions of adverbs.

Korean adverbs are divided into two kinds of adverb
- constituent adverbs and sentence adverbs (H7]4]
=, 1985). Constituent adverbs qualify the constituent
of the sentence, and sentence adverbs qualify the
sentence itself. Constituent adverbs are divided into
characteristic  adverbs, symbolic adverbs and
demonstrative adverbs. Characteristic adverbs qualify

the verb, the adjective or the noun in the sentence.
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Symbolic adverbs represent the onomatopoeic word
and the mimetic word. Characteristic adverbs and
symbolic adverbs are related with their selectional
restrictions for verbs.

<Figure 4> shows that the SENKOV System has
been applied to the selectional restricion of
characteristic adverbs for verbs. The Korean adverb
“HA” means “strongly”, and the Korean adverb “%h
A” means “finely”. The numbers in <Figure 4> are
class numbers for Korean verbs. The SENKOV System

has been proved to be valid for the selectional

restriction of characteristic adverbs.

AAL + (181, 93 ~ 97, 104, 107, 11.2, 12, 15.1, 17, 18,
21, 22, 38, 40.1 ~ 40.3, 45, 51.3, 57)

2 + (21, 10.7)

(Figure 4y Examples of the Application of
the SENKOV System for the
Selectional Restrictions

/* SENTENCE : an input sentence */

/* VERB_CLASS
{ ADVERB = VERB = mull;
WELL_FORMED = false;

while (pair of ADVERB and VERB)

the selectional restriction of the input adverb. #/
for 1 in SEL_RESTRICT
{ if (VERB_CLASS ==
{ WELL_FORMED = true; break; }
SUB_RESTRICT = set of SENKOV subclass of I;
for J in SUB_RESTRICT
if (VERB_CLASS ==
{ WELL_FORMED = true; break; }
if WELL,_FORMED break;
1 fffor

if WELL_FORMED
{ print("Well_Formed”, ADVERB, VERB);
WELL_FORMED = false;
oA
I Jfwhile
I Jfprocedure

procedure selectional_Restriction_of Adverbs_for Verbs(in : SENTENCE)

[* ADVERB, VERB : a pair of adverb and verb for selectional restriction */
[* SEL_RESTRICT : set of selectional restrictions of the adverb for verbs */
: SENKOV verb class of the verb to be processed  #/

find pairs of ADVERB and VERB from the SENTENCE;

{ SEL_RESTRICT = set of selectional restriction of ADVERB;
VERB_CLASS = SENKOV verb class of VERB; /ffind verb concept of VERB.

[* compares the SENKOV verb class (verb concept) of the input verb with each verb class (verb concept) of

{I ¥ they match, the algorithm outputs that the adverb and the verb are well formed.

(Figure B) Algorithm of the Selectional Restriction of Adverbs for Verbs
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<Figure 5> displays the algorithm of the selectional
restriction of adverbs for verbs. From the input
sentence, the algorithm finds all pairs of the adverb
and the verb. For each pair of the adverb and the verb,
the algorithm checks validity of the selectional
restriction of the adverb. It compares the SENKOV
verb class (verb concept) of the input verb with each
verb class (verb concept) of the selectional restriction
of the input adverb. If they match, the algorithm
outputs that the adverb and the verb are well formed.

Most of symbolic adverbs have the selectional
restrictions on only one or two verbs. <Figure 6>
illustrates an example of the application of the
SENKOV System for the selectional restrictions on the
symbolic adverb “®@® (with a clang)”. The number in
<Figure 6> is the class number for Korean verbs. It
shows that the SENKOV System doesn’t give a big
aid to the selectional restrictions of symbolic adverbs.

i + (X} (hit)” in 18.1)

(Figure 6> An Example of the Application
of the SENKOV System for the
Symbolic Adverb

V. Conclusions

For ease of use and user friendliness in the WWW
sites, HCI should be designed with ease and flexibility
for users. To accomplish these goals, many aspects of
HCI may be considered, one of which is the semantic
analysis of NLP.

The paper presented methodology and techniques for
design and implementation of the SENKOV System for
the semantic analysis of Korean NLP, based on the
validation of set membership and dictionaries. And it

performs verb concept classification available for

establishing the co-occurrence constraint relationships
between adverbs and verbs. The SENKOV System is
designed on the basis of the definition in the Korean
Dictionary. And it refers to Levin verb classes for the
establishment of its top nodes and WordNet for the
establishment of its hierarchies.

We selected 658 Korean verbs which are frequently
used in the general domain, and implemented the
prototype of the SENKOV System utilizing C++
compiler in the SUN workstation. The experiments say
that the SENKOV System has 44 top nodes and
average 2.35 depths in the hierarchy. In addition, the
SENKOV System has been applied to the selectional
restriction of characteristic adverbs and symbolic
adverbs for Korean verbs.

The paper is important in that it has made the first
attempt at classifying Korean verb concepts for user
friendliness in the WWW sites.

Future works to be done is as follows. Firstly, the
SENKOV System should be expanded to more than
3,000 Korean verbs. Secondly, it should be constructed
with a consideration for the selectional restrictions of

the verb for the subject and the object in sentences.
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11 Verbs of Sending and Carrying : move, displace, make move (EHo{ : E70)
11.1 Send Verbs : transmit, transfer, conduct, transport, channel
Bujch, St wgsiy, R, SRtk Sbsld), st ddsteh kst
11.2 Slide Verbs : slide, roll, float
plz A AE, Frd, 2ch Hile R, Fhsk
11.3 Bring and Take : bring, take
7L, ZHAs
114 Carry Verbs : bring, carry, convey
vErh Fvf, &tk A, Fejgriny s, v
11.5 Drive Verbs : transport, move in a conveyance
A8, gk Ao
12 Verbs of Exerting Force: Pushy/Pull Verbs : push, pull, move with force
Fogy), Fopdrin, Fao, 4o, Bt
13 Verbs of Change of Possession : transfer (EHo) :
13.1 Give Verts : give
Hojo}, Fof, Wejok, YRpsicy, Lol Agdich 2, ey, dv), sttt
13.2 Contribute Verbs : give, present, give as a present, make a present a present of
7143t Eujsich, Vel VISt viRsic), Alssit
13.3 Verbs of Future Having : assign, allot, portion
i), visit), ) R, §53ic, AR
134 Verbs of Providing : provide, supply
134.1 Verbs of Fulfilling : present, give formally
Az, g3, FEsi 27, AEs
134.2 Equip Verbs : equip, saddle
AR, Adlst, ok, AAls, 2t
13.5 Verbs of Obtaining : get, obtain, take into one’s possession
13.5.1 Get Verbs : get, buy, catch
Obtain Verbs
Ak, A, Ak Ao 8 bR e, R F58it
13.6 Verbs of Exchange : exchange, change, interchange
vk diAjsic), wdslth, wAlE, At Zokgth thalsit
13.7 Berry Verbs : fish, catch fish
weh Jok

it

)
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14 Learn Verbs : leamn, acquire knowledge, gain knowledge, acquire skills
F5at) FAsich wieh el ¢, FRsid Qs
15 Hold and Keep Verbs : hold, keep
15.1 Hold Verbs : take, get hold of
Aok, Ad, Aok 220, ARG, Rogd, £EU, AR, 2R &30, A%, Holdnh
mER, $10) 2a2ch S0
15.2 Keep Verbs : have, have got, hold
st @7ich HlEsit), Rasitt
16 Verbs of Concealment : hide, conceal
16.1 Conceal Verbs (AF3AD
Fot
16.2 Conceal Verbs (EFAD
3, 710, Bk, gAY, LAY, digalgd, sieei, Eoldth Eo 8ot
17 Verbs of Throwing : throw, pelt, propel
17.1 Throw Verbs(AFEAD : project through the air, move forward
Pelt Verbs
Hoh #5c
17.2 Throw Verbs(EFsAD
F7Ich, sy, 2o, Asid, @A, ggsic) delsit, $EAs, A, gk R, 2,
WA, E4A0, ) At
18 Verbs of Contact by Impact
: touch, make contact with, contact, come in contact with
18.1 Hit Verbs : hit, deal a blow to, beat
Swat Verbs
Spank Verbs
Poke Verbs
wjejek, Aok, EEA A}, Fre, gy 7, 2o, 7, Sk
18.4 Non-Agentive Verbs of Contact by Impact
: strike, deliver a blow to, deliver a stroke to
RO, ZESI, wE-RA, A, 28t
18.5 Verbs of Contact: Touch Verbs : caress, touch affectionately
BRIk, whAE, oyl Ystact
21 Verbs of Cutting : cut
21.1 Cut Verbs : separate, force apart, divide, patt, take apart, put apart
Split Verbs
Aoy Behio, A, FAsic, &, Fejulck, g, 7, By s, st
212 Carve Verbs : carve, crush, grind
21.2.1 Carve Verbs(AEAP
S A
2122 Carve Verbs(EFEAD
zztsld, $ozelvh B4t zith A2, 2o, o), A7, wiad, g Avid, St

{Abstract)

The paper presents methodology and techniques for design and implementation of the SENKOV System based
on the validation of set membership and dictionaries. And it performs verb concept classification available for
establishing the selectional restriction relationships among adverbs and verbs. The paper is important in that it has
made the first attempt at classifying Korean verb concepts for the semantic analysis. We select about 600 Korean
verbs which are commonly used in the daily life, and implements the SENKOV System. According to results of
the experiments, SENKOV has 44 top nodes and depth of average 2.35, and that it can be utilized to classify
Korean verb concept for the selectional restrictions among adverbs and verbs.
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