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Abstract

Psychoacoustic model based methods have recently been introduced in order to enhance speech signals corrupted by 

ambient noise. In particular, the perceptual filter is analytically derived where the frequency content of the input noisy 
signal is made the same as that of the estimated clean sign이 in auditory domain. However, the analytical derivation 
should rely on the deconvolution associated with the spreading function in the psychoacoustic model, which results in an 

ill-conditioned problem. In order to cope with the problem associated with the deconvolution, we propose a novel 

psychoacoustic model based speech enhancement filter whose principle is the same as the perceptual filter, however the 
filter is derived by a constrained optimization which provides solutions to the ill-conditioned problem. It is demonstrated 

with artificially generated signals that the proposed filter operates according to the principle. It is shown that superior 

performance results from the proposed filter over the perceptual filter provided that a clean speech signal is separable 
from noise. (Classification No. 3.2)

I. Introduction

Speech enhancements have been actively studied for 
facilitating human-machine interface and mobile communi

cations in noisy environments[l]-[8]. Hie short-time spectral 
amplitude (STSA) -based methods including the spectral 
subtraction rely on the assumption that speech signals and 

noise are uncorrelated. Also, the STSA-based methods 
take advantage of the unimportance of the short-time 

phase. Therefore, these methods modify the amplitude 
while preserving the phase of input noisy speech signal 
for the reconstruction of the estimated clean speech signal.

Recently, speech enhancement methods incorporating 
psychoacoustic model, which is already widely used in 
perceptual wideband audio coding, have been introduced 
[4], [6]-[옹]. The psychoacoustic model is a mathematical 

model of the masking behavior of the human auditory 

system. The masking is a perceptual property, by which 

the presence of a strong signal makes the spectral and 
temporal neighborhood of weaker signals imperceptible 
[9]. Empirical results also show that the human auditory 

system has a limited, frequency-dependent resolution over 
which the human ear seems to integrate. This dependency 
can be expressed in terms of critical bandwidth of 100Hz 
for frequencies below 500Hz and approximately a third 

octave for frequencies above 500Hz [9], [10]. The speech 
enhancement methods incorporating the psychoacoustic 

model can be classified as the STSA-based methods 

since the short-time amplitude is modified; however, the 
modification takes the auditory system into account. One 

of them is the perceptual filter, which is analytically derived 

where the frequency content of input noisy signal is 

made the same as that of the estimated clean signal in 

auditory domain. On the other hand, most psychoacoustic 
model based methods exploit the masking property of the 

auditory system. The input noisy signal is processed with 

linear or nonlinear filtering such that the audible parts of 
the noise are masked by the estimated 이ean signal or in 
the least, the best tradeoff between noise reduction and 
speech quality is made. However, we note that the 

perceptual filter should rely on the deconvolution associated 
with the spreading function in the psychoacoustic model, 
which results in an ill-conditioned problem[10], [11], In 

addition, we find that masking property based methods 

cannot mask audible parts of the noise completely 

because the methods process the noise such that their 

psychoacoustic representations fall below the masking 
thresholds of the estimated clean speech signal, which 
results in reducing the masking threshol at the same time 

for a single-micrq)hone situation. Therefore, the psychoacoustic 

representation of the noise remains above the masking 
threshold unless the psychoacoustic representation is 
reduced to absolute thresholds of hearing, which may 

cause drastic distortions of the speech signal.

In order to cope with aforementioned problems, we 
propose a novel psychoacoustic model based speech 
enhancement filter whose principle is the same as the 

perceptual filter, however the filter is derived by a 
constrained optimization which provides a solution to the 
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ill-conditioned problem. It is demonstrated with a sinusoidal 

signal 죠nd a random noise that the proposed filter 
operates according to the principle in contrast to the 

perceptual filter. It is shown that superior performance 

results from the proposed filter than the perceptual filter 

assuming separable 이ean speech signal from noise.

The perceptual filter is reviewed in Section H. In Section 

III, the novel psychoacoustic model based speech enhanc

ement filter utilizing the constrained optimization is proposed. 
In Section IV, its performances are demonstrated by 
comparing experiment results of the perceptual filter and 
the proposed filter. The conclusions are drawn in Section V.

(
b—\ B—\ )2/S
W区(v，b-v)[X,(")广。se-M) n +£[S,(v-b)X,(v,i)]叫

v=0 v=t> J

(5)

As shown in Eq. (5), the spreading function is expressed by 

two different functions, SY for frequencies above the 

cHtic시 band b, and S2 for frequencies below the band 

b. A linear filter b、t) is introduced whose gain is 

assumed to be constant within the same critical 
The enhanced speech signal is given by

band.

又M辰，)=H(、b, z) Yp{kt i)t 为M知©, 0:M b^B— 1 (6)
II. Reviews of the perceptual filter

The perceptual filter exploits the psychoacoustic 

representations of signals that include the time and the 

frequency-domain smearing in the auditory system[4]. Let 

x(n) be a discrete-time signal. This signal is transformed to 

the frequency-domain representation according to overlap 
addition method,

where Y^k, z) is the power spectrum of the 

speech signal. The perceptual filter modifies the power 
spectrum of the noisy speech signal 

psychoacoustic representation is the 
clean speech signal.

noisy

so that the resulting 

same as that of the

又 = Xf (b」),OMZVB—l (7)

Xw(k, i)=另 w(n)x(n-^ off^)e~&xnklN 
M = 0 (1)

where w(n) is a window function, and N is the 

Fourier transform length, and off{ is the window 由ifting 

factor. The power spectrum of the signal is given by

With the assumptions of S=2, 1+0.002。一 d)衣이 

and with some mathematical manipulations, Eq. (7) becomes

M{ SS(叫 b)佝(u) ±o[ m (v)H( V, m)匕认 u, m)]j = Xg, t)

(8)

X心=I XA站初I 2,心MN-L (2) where the spreading function SS includes Si and S2 in

From the power spectrum, the total energy 
band is calculated as

per critical
Eq. (5), and YM(vt = S 匕以,彻)• The external

X,(i,O=ao(Z>) ^X^k.t), 0M3MB-1
(3)

summation in Eq. (8) corresponds to

domain smearing whereas the

corresponds to the time-domain smearing. It is assumed 
that the enhancement process is perfonned by the same 

filter b, t) for all time frames and critical bands.

the frequency-

nested summation

where b is the critical band index, and 的(方)is an 

outer-to-inner ear transformation function, and kib and 

khb 쵸re the lower and upper bounds, respectively, of the 

critic키 band b，and B is the total number of critical 
bands. Then, the time-domain smearing is described by

Substutution of Eq. (9) into Eq. (8) becomes

(9)

X(b, t} = Xu(、b, i) + Tj(b)Xt(bt i— 1), OMbMB- 1 (4)

H(b, a 흘加對, M3)±q[ ym(v, «)])a

,— 1* (10)

where Tj( 6) is an exponential function. The function 

X?(方，f) is then convolved with the basilar membrane 

spreading function, which provides the frequency-domain 
smearing.

The summation on the left-hand of Eq. (10) 
psychoacoustic representation of the noisy speech 
Therefore, the time-frequency model dependent filter 
finally be expressed as

is the 
signal.

can
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H«(、b3)=皱終),OM心-L (H)

The perceptual filter that considers only the 
frequency-domain smearing is given by

Hg = ■슴嗚詩, OM 心-1 (12)

where X心,£) = Mb」)I Tf (D -

The analytical derivation of the perceptual filter is 

possible by assuming that the filter remains the same for 

all time frames and critical bands as in Eq. (9). This 
assumption is taken in consideration of the fact that the 

psychoacoustic representation is a very slowly varying 

function with the time and the frequency-domain 

smearing. However, the filter gains result in independent 
from those of adjacent critical bands, which have to be 
interrelated due to the spreading function. Therefore, the 

previous assumptions have led to the oversimplified 
psychoacoustic representations of signals. The filter gains 

may be similar in adjacent critical bands and time 

frames, however it is not appropriate to assume that the 
gains are the same for all time frames and critical bands.

Ill, Psychoacoustic Model Based Speech 
Enhancement Filter

The analytical derivation of an enhancement filter 
involves the deconvolution associated with the spreading 
function in the psychoacoustic model as in Eq. (8), which 

results in an ill-conditioned problem. The approach often 
leads to artifacts such as negative energy for the 

estimated speech signal [10], [11]. In order to cope with 
problems associated with the deconvolution, we propose a 
novel psychoacoustic model based speech enhancement 

filter whose principle is the same as the perceptual filter, 

however derived by a constrained optimization.

Since powers of the spectral lines are summed within 
each critical band to form the psychoacoustic 

representation of the noisy speech signal i), the 

filter gain b, t) is assumed to be constant within each 

critic시 band as shown in Eq. (6).

Considering that the psychoacoustic representation of the 
noisy speech signal at a certain frequency is found by 

summing the spreaded powers of bt in adjacent 

critical bands, the psychoacoustic representation at that 
frequency can be modified by weighting the powers of 

yz( b, t) in adjacent critical bands. Therefore, Eq. (8) 

can be expressed as

흐<{ SS[ V, 从现 H( 0, t) Y,( V,i)) = XA
t>=0

(13) 

where ; is a frequency index. As shown in Eq. (13),

b(j)]Yt(vr z) is the spreaded power of yz(b, t) 

at frequency index j corresponding to the critical band 

index of b(j) from the power of Yt( vt i) at the critical 

band index v. Evaluation of Eq. (13) at the properly 

chosen frequency set results in the linear algebraic 

equation in the form Y • h — x. Y is a matrix whose 

size is the number of frequencies evaluated by the 

number of critical bands, and whose elements of each 

row are the spreaded powers of 匕(九 i) at the 

frequency of evaluation from the power of Yt(v, t) at 

the corresponding critical band. The vector h consists of 

the filter coefficients t), whose size is exactly the

number of critical bands. The vector x consists of the 

psychoacoustic representation Xf(bt z) at the frequencies 

of evaluations, whose size is exactly the number of 
frequencies evaluated. The number of unknown, i.e., filter 

coefficients can be greater or less than the number of 
the equations depending on the frequency set, which can 

be solved by the method based on singular value 
decomposition (SVD). However, it is found that the SVD 

based solution occasionally results in negative values as 

the filter coefficients depending on noise level, which 

gives rise to negative powers. In order to cope with this 
problem, the problem is formulated as a constrained 
optimization problem as follows:

n^n II Y- A —x II 2 suck that 知，.…，如_薛1

(14)

It is expected that the resulting psychoacoustic 

representation may be somewhat different from

the constrained psychoacoustic representation 

because the spreading function depends on the power 

level of Yt(b, t). Since the higher power of Yt(b, i) is 

spreaded more gradually, the resulting psychoacoustic 
representation of the estimated clean speech signal 

又/(b, t) is expected to fall somewhat below the 

constrained psychoacoustic representation z). However, 

it is found from a series of experiments as will be 
shown in the next section that the psychoacoustic 

representation of the estimated clean signal results in 

closer to the clean signal than the perceptual filter.
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IV. Experimental results

De perceptual filter and the proposed speech enhancement 

filter are tested for comparison with both artificially 

generated signals and real speech signals. In both tests, 

the psychoacoustic model, originally developed for MPEG 
audio coding, is modified to accommodate the test 
signals[12]. The psychoacoustic model 1 of MPEG audio 

supporting the sampling rate of 32KHz and the frame 

size of 1024 samples is modified to accommodate the 

test signals with the sampling rate of 옹KHz. Accordingly, 
the frame size is reduced from 1024 samples to 256 

samples to maintain the same frequency res이ution of the 
FFT. The number of subsampled frequencies, at which 

the masking thresholds are evaluated in the MPEG audio, 
is reduced from 132 to 78, and the number of the 

critical bands is reduced from 24 to 17, which covers 

baseband of the test signals, 0-4kHz. The psychoacoustic 

representation of signals can be obtained by removing 

the masking index and the absolute threshold terms from 
the masking threshold in the MPEG audio [12], [13]. 

Since the psychoacoustic model considers only the 
frequency-domain smearing, the perceptual filter, which 

includes only the frequency-domain smearing, is implemented 
for the comparison tests.

A sinusoidal signal with the amplitude of 1000 and 
the frequency of 1000Hz and a pseudorandom noise in 
the range of -50 to 50 are generated for demonstrating 
the validity of the proposed speech 

contrast to the perceptual filter, 
representations of the noisy signal 

the sinusoidal signal and the noise, 

and the enhanced signal are 아lown in Fig. 1 (a) and (b) 
for the perceptual filter and the proposed filter, respectively. 

The psychoacoustic representations of the signals are 

evaluated at the subsampled frequencies that span critical 
bands. Therefore, the gain of the perceptual filter is 
determined by taking the ratio of the maximum value of 
the psychoacoustic representation of the sinusoidal signal 
and the maximum value of the noisy signal in each 
critic이 band as in Eq. (12). On the other hand, the 

proposed filter processes the noisy signal according to 
the Eq. (14) using the psychoacoustic representation of 

the sinusoidal and the noisy signal, evaluated at the 78 
subsampled frequencies. The initial values of elements of h 

are assigned to Is, which corresponds to no modification 

of the noisy signal. The psychoacoustic representations of 
the enhanced signals are calculated using the frequency 
contents of the enhanced signals using Eq. (6).

enhancement filter in 
The psychoacoustic 

produced by adding 

the sinusoidil signal,

Figure 1. Psychoacoustic representations,
(a) Perceptu시 filter, (b) Proposed filter.
----- Noisy signal • Enhanced signal
.........Sinusoidal signal

It is 아in Fig. 1 that the perceptual filter produces the 
psychoacoustic representation of the enhanced signal 

differed from that of the sinusoidal signal whereas the 
proposed filter provides exact solution except in the 

narrow frequency region around 600Hz. This is caused 

by the fact that the perceptual filter merely adjusts peak 
values of the psychoacoustic representation of the noisy 
signal at each critical band such that the peak values 
become the same as the corresponding psychoacoustic 
representations of the sinusoidal signal. Therefore, the 

psychoacoustic representation of the enhanced signal 
results in higher than that of the sinusoidal signal due to 

the spreading of the sinusoidal and the noise components, 

which is prominent in noise dominant regions in Fig. 1 
(a). Moreover, it is expected that the processed noise 
becomes audible in the perceptual filter considering that 
the psychoacoustic representations are higher than the 

masking thresholds by the masking index [13]. On the
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otlier hand, the proposed filter seeks a solution taking 

spreadings of adjacent critical bands into account, and 
thus the psychoacoustic representation of the enhanced 
signal results in almost a perfect rendition of the sinusoidal 

signal. The negligible discrepancy from the psychoacoustic 
repiEsentatiOTi of the sinusoidal signal around 600Hz is attributed 

to the numerical error associated with the optimization.

The above test is performed to demonstrate the validity 
of the proposed speech enhancement filter using a single 

frame of the artificial signals. As a second test, the 

enhancement of the bus noise-corrupted female speech 

signal by the theoretical STSA limit is compared against 
both the perceptual filter and the proposed filter assuming 

that the clean speech signal and the noise are separable. 

We adopt this assumption in order to rule out the signal 
distortions caused by the estimation of the noise in 

sin잉e-microphone situation. The theoretical STSA limit is 
obtained by reconstructing the speech signal using the 
spectral amplitudes of the clean signal combined with the 

phases of the noisy signal while adjusting the amplitude 
of the noise such that the distortions are not perceived 

in the reconstructed speech signal. Therefore, the STSA 
limit, as its name implies, is theoretically the best 
obtainable enhanced speech signal for the STSA-based 

method. The amount of noise allowed by the STSA limit 

is the maximum perceptually suppressible noise level. We 

perform this test under such worst condition in order to 

make the comparison distinctive. In this test, FFT size is 

set equal to the frame size of 256, and it was shown 

that the temporal aliasing caused by circular convolution 
is negligible [2]. The analysis frames are overlapped with 

adjacent frames by 50% and the enhanced speech signal 
is obtained by the overlap addition method.

Time (sec)

(b)

Time (sec)

(a)
(e)

Figure 2- Time-domain plots,
(a) Clean speech, (b) Noisy speech, (c)STSA limit, 
(d) Perceptual filter, (e) Proposed fillet.
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Time-domain plots for the clean speech signal, the noisy 
speech signal, the enhanced speech signals by the STSA 

limit, by the perceptual filter, and by the proposed filter 

are shown in Fig. 2. The enhanced speech signal by the 

proposed filter is closer to the STSA limit, whereas the 

perceptual filter produces relatively a noisier speech 

signal, which is consistent with the result of the first test 
with the artificial signals. For numerical comparisons, the 

following objective evaluation is performed using the SNR 

measurement, defined as

SNRi= 10 log 10

发％膈 

鳄------（必）
界加）2 

(15)

SVR>= 101。幻0

幼缶）

疋厂旦---------- （、dB）
界。서）F*

where x( n) is the clean speech signal, d( n) is the 

additive noise, 0 (n) is the signal under the measurement,

i.e.,  the enhanced speech signal, and N is the length of 

the signals. The SNR： and the SNR0 are the SNR of 

the noisy speech signal and the enhanced speech signal, 

respectively, and the difference between two values 

indicates the SNR improvement through the enhancements. 

The SNR measurements for the female speech sentence 

in Fig. 2 and an additional male speech sentence with 
the bus noise allowed by the STSA limit and with half 
of the noise corresponding to the STSA limit are depicted 
in Table 1. Along with that, the pair comparison results 

for subjective speech quality assessment are given. In the 

pair comparisons, listeners are played each pair twice and 

asked to choose the version they prefer.

Female Speech Sentence

Table 1. SNR measurements and pair comparisons.

SNR&dB) Method SNRfRdB) Preference]%) Not Sure(%)

7.8 Perceptual 10.8 0.0 0.0
(STSA Limit) Proposed 12.2 100.0

13.9 Perceptual 15.7 5.0 5.0
Proposed 16.0 90.0

Male Speech Sentence

SNR組 Method SgdB) Preference]%) Not Sure(%)

5.9 Perceptual 8.5 9.5 9.5
(STSA Limit) Proposed 9.5 81.0

11.9 Perceptual 13.6 5.0 0.0
Proposed 14.1 95.0

Table 1 shows that the proposed filter outperforms the 
perceptual filter in the SNR measurements, and with the 

pair comparisons, the enhanced speech signal by the 

proposed filter sounds closer to the clean speech signal 

than that by the perceptual filter. In addition, the pair 
comparisons reveal that the perceptual filter produces 

residual bus noise in the enhanced speech signal.

V. Conclusions

We propose a novel psychoacoustic model based 

speech enhancement filter, by which the frequency 
content of the input noisy signal is made the same as 

that of the estimated clean signal in auditory domain as 

the perceptual filter. The perceptual filter is analytically 
derived by assuming that the filter remains the same for 

all time frames and critical bands, leading to the 
oversimplified psychoacoustic representations of signals. 

The analytical derivation should rely on the deconvolution 

associ간ed with the spreading function in the psychoacoustic 
model, which results in an ill-conditioned problem. In 

order to cope with the problem associated with the 

deconvolution, the proposed filter is derived by formulating 

the problem as a constrained optimization.

It is demonstrated with a sinusoidal signal and random 
noise that the proposed filter produces exact solutions 
whereas the perceptual filter produces a psychoacoutic 

representation of the enhanced signal, different from that 
of the sinusoid시 signal. For the speech signal corrupted 
by the STSA limit, it is shown that the enhanced speech 
signal by the proposed filter is closer to the STSA limit, 

whereas the perceptual filter produces relatively a noisier 
speech signal. In addition, the SNR measurements for 

objective speech quality measure and the pair comparisons 

for subjective speech quality measure support the superiority 

of the proposed filter over the perceptual filter.
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