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ABSTRACT

In this paper, a Gaussian interpolation filter and cubic interpolation filter are presented to do more accurate
channel estimation compared to the conventional linear interpolation filter for COFDM systems. In addition to an
interpolation filter, a low pass filter using FFT and IFFT is also presented to reduce the noisy components of a
channel estimate obtained by an interpolation filter. Channel estimates after low-pass filtering combined with
interpolation filters can lower the error floor compared to the use of only interpolation filters. Computer
simulation demonstrates that the presented channel estimation methods exhibit an improved performance compared
to the conventional linear interpolation filter for COFDM systems in time-varying multipath fading channel and
0.1 ~ 0.2 dB of Eb/No difference at BER=10-4 when the perfect channel estimation is compared.

I. Introduction Orthogonal  frequency  division multiplexing

(OFDM) is a subset of an MCM system. OFDM

Recently, there has been considerable interest in allows the overlapping of adjacent frequency
using Orthogonal Frequency Division Multiplexing subchannels or subcarriers with orthogonality
(OFDM) systems for wireless transmission, such between them. The spectrum of each subchannel
as in Digital Audio Broadcasting (DAB) and is zero on the other subcarrier frequencies.
digital television. Therefore, it is a great advantage that the OFDM
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transmitter and receiver can be implemented using
efficient fast Fourier transform (FFT) techniques.
An OFDM system also requires channel
estimation in its time-varying multipath fading

channels although this is less complex than in

single carrier systems.

The reliable detection of an OFDM signal in
time-varying multipath fading channels is a
challenging problem. Several types of channel
need to be considered to evaluate the performance
of OFDM signal detection techniques. Since the
forms of distortion arising above channels appear
differently in an OFDM signal, it is necessary to
analyze the characteristics of a channel in order
to estimate its distortions and thereby compensate
the fading signal. Accordingly, various channel
estimation methods have been proposed for
performance improvement. One way of estimating
a channel is to multiplex pilots (known symbols)
transmitted  signal. All  channel
attenuations are estimated from these symbols

into  the

using an interpolation filter. This technique is
called pilot symbol assisted modulation (PSAM)
and was originally introduced for single carrier
systems.™

To solve the high complexity problem of the
optimal estimator, Rinne'® proposed a linear
interpolation filter, whereby, a channel estimate
can be derived for every received signal by first
extracting the pilot symbols and then using them
to obtain channel estimates that can be
interpolated using the data symbols. The received
data symbols must be delayed according to the
interpolation. This delay becomes longer, if the
interpolation is carried out using a larger number
of pilot symbols to produce better channel
estimation. Since this linear interpolation filter
only requires only two pilot symbols per estimate,
this method is very effective in practice.
Consequently, there is a trade-off between
complexity and the accuracy of an estimation,
therefore, although a linear interpolation filter
(LIF) has a low complexity, its estimates have a
low accuracy.

In this paper, a Gaussian interpolation filter

and cubic interpolation filter are presented as
more accurate interpolation filters compared to the
conventional linear interpolation filter. However,
despite an increased signal to noise ratio (SNR),
the proposed interpolation filters also suffer from
an error floor, that is an irreducible bit error rate
(BER). The mean squared error (MSE) of the
channel estimations produced by the three
interpolation filters is analyzed using computer
simulations. In addition to an interpolation filter, a
low pass filter using FFT and IFFT is also
presented to reduce the noisy components of a
channel estimate obtained by an interpolation
filter. A channel estimate is first transformed into
a time domain and low-pass filtered. The values
are then transformed back into a frequency
domain in order to obtain the final channel
estimate. Channel estimates after low-pass filtering
combined with interpolation filters can lower the
error floor compared to the use of only
interpolation filters. Computer simulation
demonstrates that the presented channel estimation
methods  exhibit an improved performance
compared to the conventional linear interpolation
filter. This is due to the combined use of an
interpolation filter and low pass filter plus there
is a reduced complexity compared to the optimal
Wiener filter.”! In this paper, a digital audio
broadcasting (DAB) system parameter as an
application area for an OFDM system and

channel models!"'?

suitable to a DAB system in
their frequency modulation (FM) band are applied
to the computer simulation. The computer
simulations are performed to evaluate the
performance of the proposed channel estimators

for an OFDM system.

II. System model

1. Concept of the OFDM System

A discrete-time model of an OFDM system is
displayed in principle in Fig. 1. The symbols to
be transmitted are fed into a serial-to-parallel
converter and then an inverse fast Fourier
transform, IFFT, is performed. The samples from
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Fig. 1 Structure of OFDM System

the IFFT are then converted to a serial form,

extended by a cyclic prefix, mixed to an
appropriate frequency, and the transmitted over
the radio channel. Mathematically speaking: The
linear convolution performed by the channel is
transferred into a cyclic convolution,m which,
after the FFT, behaves like a scalar multiplication
using a channel transfer function.
r(k)=x(k)® h(k) + n(k), )
where x(k) is the data sequence and A(k) is the
impulse response. R(l) is the received
the FFT The FFT output

coefficients R(l) are, therefore, equal to:

channel

vector at input.

R =H, DX+ N(I), 0<ISN1, (2

where N(I)
independent random variable representing AWGN

is the zero-mean complex-Gaussian

and H,(l) are thus the complex-valued variables
representing the multipath channel:

[/

N-l ek
H (=3 ke, 0<I<N-1.
k=0

3
These symbols are assumed to be independent,
and possibly coded. A
serial-to-parallel blocks of
symbols to the OFDM modulator, which then
uses an N-point IFFT to modulate them onto the

0<n<N-1yis
the set of symbols to be modulated. Then the
N-point IFFT output is

identically distributed,

converter transfers

subchannels. The set {a(n),
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transmitted on several

N-)
x(k)=) anye’™™, 0<k<N-1.
Z @)

The set,{ )—c(t), 0<k<N-1}, corresponds to

wpr  the samples at t=kT of X(!)  the sum of the

| o
P/S converter bits

subcarrier signals, expressed as

)?(t):-‘—/——lﬁ—ga(n)e’z”'""w, 0<t<NT, )
where T,=NT is the block period. .

To reduce the ISI between the blocks, the
guard interval of length G which consists of
{x(N-G), x(N-G+1), -, x(-1)} can be appended to
the beginning of the block. The addition of a
guard interval increases the length of one block
sequence from N to (N+G) samples, which may
be indexed as k=-G,,N-1. The sequence after
adding the guard interval is written as

N-1
D a(n)e™™™, -G <k<N-1.

1
£(k) = ——
¥®=75 2 ©)

The first g elements of (6) constitute the guard
x (k) is

passed through a D/A converter whose output

samples. In practice, the sequence

would ideally be the signal waveform x*()
l N-l
()= ——= a(n)e’™ ", —GT <t<NT,
2

]

where T=(N+G)T=T,+T¢

guard interval.

and Ts=GT is the

It is the IFFT that transforms the signals so
that the
converter constitute a signal where the data is
of the
values from one IFFT constitute samples from

samples from the serial-to-parallel

sub-carriers. All

one OFDM symbol. Therefore, the symbol time
for the OFDM symbol is M times longer than the
symbol time for the data symbols, where M is
the number of points in the IFFT. In this way it
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Fig. 2 Baseband model of pilot-based COFDM system

is possible to extend the OFDM symbol time, and
make it much longer than the maximum excess
delay, thereby making the echoes affect only the
first part of the next symbol, but no more.

A demodulator interval

removes a guard

according to (k) =r*(G+(k-G),),0<k < N-1,
and performs an FFT on the resulting sequence.

It is assumed that a channel impulse response

exists within a guard interval. Thus **(k—m) for
k < m comresponds to a value within a guard
interval, allowing for an independent analysis of
the data blocks. The demodulated sequence can

be written as

Nl A

R()= Z S a(n)H  (n-1)exp( -

0 m=t

(8)
where
H,(n- Zh,,,((,+(k—(;) Yexp( — /—(n—l))
k=0
The channel estimator is discussed in the f

chapter.

2. Configuration of the Coded UFDM
DAB System

The baseband model of the pilot-based COFDM

system is shown in Fig. 2. The data source

generated a pseudo random binary sequence. The

information bits were then error-protected by

means of a convolutional encoder. After being

bit-interleavered and symbol-interleavered (time
and frequency interleaving), the bits were paired
into 2 bits or 4 bits and mapped into QPSK or
16QAM by the individual subcarriers. After signal
mapping, the pilot symbols are inserted. If N is
then the N encoded

phases were grouped to form a complex vector of

the number of subcarriers;

size N. This vector was multiplied by the power
of 2 and applied to IFFT which then
the OFDM modulation. The : guard

interval was formed by a modulo extension which

an
performed

copied the last quarter of the symbol into its
beginning. After being sent through the mobile
channel, the of the

COFDM signal was removed and demodulated

guard interval received
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with an FFT. The data on each subcarrier was
then compensated after estimating the channel
frequency response. Following this channel
estimation and compensation, the pilot symbols
were removed and the signal was demapped. Plus
the symbol and bit were deinterleavered. The
output of the deinterleaver was quantized before
being fed to the Viterbi decoder. The outputs of
the decoder were then compared to the source
data bits and finally the bit error rate (BER) was

measured.

3. Selection of pilot pattern

The most important parameters for the selection
of a pilot pattern are the expected maximum
speed, which determines the minimum coherence
time, and the maximum excess delay, which
determines the minimum coherence bandwidth.
The pilot symbols should be placed close enough
together to be able to follow the time and
frequency variations of the transfer function, yet
far enough apart so as not to increase the
over-head too much. In order to accommodate all
variations, the lower limit for the pilot density is
determined using the Nyquist sampling theorem.
In practice, however, the fading process is more
often sampled in order to obtain reliable channel
estimates for insertion as pilot symbols. In [7] it
is suggested that twice as many pilot symbols in
time and frequency are advisable when using the
sampling theorem. A suitable choice of pilot
spacing in time, Nr , and in frequency, Nr , is as

follows:

1
T 22/, .., ©

(10)

where Af is the sub-carrier bandwidth, T

the symbol time, and “mx the maximum excess
delay of the channel. If a low complexity channel
estimator is used, e.g two l-dimensional

estimators instead of one 2-dimensional estimator,
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the system is extremely sensitive to the choice of
the pilot density, however, the two times the
Nyquist frequency rule seems to work well even
in this case. The relation between time and
frequency in pilot spacing is important to
minimize pilot density. It is advaniageous to have
the same uncertainty in both time and frequency
directions in order to achieve a balanced"” pilot
pattern. This can also be viewed as maintaining
the same distance between the pilot symbols in
both directions when normalized by the coherence
bandwidth and time. If coherencé time is defined
as I/fp and coherence bandwidth is the inverse of
the excess delay, I/ roft)- 7it)), then, according
to expressions (9) and (10), a suitable pilot
spacing is one fourth of the coherence time and
coherence bandwidth, respectively. In practical
situations  channel  characteristics are  often
unknown since, for example, it is preferable to
avoid the requirement of measuring the Doppler
frequency. For the simplicity and robustness of a
channel estimator an adjustment according to the
worst case scenario for the Doppler frequency and
excess delay is often suggested, ie. to the
minimum correlation in time and frequency. In
general, adequate pilot symbols are inserted so as
to follow any variations in time and frequency.
As a result, pilot spacing is determined by the
Doppler spectra and power delay profile for the
whole system, including any hardware impairments
such as oscillator drift and phase noise.

In this OFDM system, the number of subcarrier

spacing (&) is 1kHz and To=lms. The

maximum delay time (%wms) is different according

to the power delay profile. For example, in he

worst case scenario, when Twan is 50 s, the pilot
spacing in both the time and freqhency directions
is less than 5. By varying the channe! model, it
was found that when is different according to

the power delay profile. For example, in the
worst case scenario, when Ny,=4 and N, =4,

this was close to optimal in terms of BER. The

presented pilot pattern is shown in Fig. 3.
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Fig. 3 Pilot pattern in presented system

This means that the redundancy when using
pilot symbols is 1/16 (about 6%) of the
bandwidth. This value is reasonable compared to
12.5% in the European DVB-T (digital video
broadcasting-terrestrial)  system. Moreover, the
power of a transmitted pilot symbol is very
important from a performance perspective. To
further improve the performance of channel
estimation, the pilot symbols can be boosted
above the data carrier average power density. The
performance by boosted pilot symbols is higher in
3dB compared to that by non-boosted pilot
symbols. The corresponding pilot value is given
by

Re(x,)=4/3x2(w,~1/2),w =0o0rl
Im(x,)=0 (1D

where wy is the value according to random
number generation Therefore, the value of a
pilot symbol (x,) is only a real value, 4/3 or 4/3.
The power of a boosted pilot symbol is higher in
3dB than that of a data symbol. The data values
(x) are normalized modulation values of
constellation point (c). The normalization factors

yield Efx - x*] = 1 and are shown in Table 1.

Table. 1. Normalization factors for data symbols

[ Modulation scheme Normalization factor

16QAM x=¢/v10

l QPSK x=¢/\2
[
\

. The presented channel
estimation methods

Since 2-D filters tend to have a high
computational complexity in the time and
frequency directions, the outer product of two 1-D
fillers can offer a good trade-off between
performance and complexity. Based on the
selected pilot pattern, a 1-D filter is applied in
the frequency direction. Thereafter, a 1-D filter is
applied in the time direction to complete the
interpolation to all points in the grid.

These two separate 1-D filters can be described
as 2-D  because the channel correlation is
separable. This is given in the following equation.
The auto-correlation of the channel model (12) is

R (8f A = E{H(f;0H(f - Afit - At}
1

Al
— E{ Z /1028 g 2N (Fu st =Fy (=803 = 2 fo ~C =N )r,)}‘

M

non'=\

(12)

Since all random variables are independent,
(12) is as follows:

Roo(87.80 = = 3° Bl Jple o)
= el )= R (AR (A1),
(13)

i.e., the channel correlation is separable. The
expectations can be found from a standard Fourier
transform such that

R(AN) = E™ }= J,(27F, ., A1) (14)

(l _ efr,,,(lﬂrmnzn/))

R,(Af)= Elfe*™}=

rrrrr

where Jo() is the zeroth order Bessel function
of the first kind. Note that ‘the correlation

function for a uniform power-delay profile can be

obtained by letting “w. > ®© as follows:
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The correlation between channel attenuations
separated by k subcarriers and ! OFDM symbols
is

E{hr.l'h;'-/:.lul}z r,(k)r,(l), (17)

where

k 1_e~L(I/r,_,+,znk/N)
rl(k)= R/ e {L,,’_‘ N ~) )
NT. | (1-e*'™=)1+ j27kT, /N)

5

r'(l) = R,(I(N + L)T')= ‘]0(27dDymaX(]+ %)[)

and T =T/ T, is the RMS-spread relative to

the sampling interval.

Suppose there is a memory to save N,
consecutive OFDM symbols containing pilot
symbols, then the demodulated OFDM symbol can
be written as follows:

Y(Lk)= HUK)X(L k) + N(Lk) | a18)

where [/ is the frequency gain index ranging
between O and N-I and k ranges between 1 and

the sample size of N, which can be adjusted.

The channel attenuations at pilot positions are

denoted by
F k) = Y, (k) _ H,(Lk)X, (Lk}+ N(Lk)
r X, (k) X, (k)
_ Nl k)
=H, (Lk)+ —Xp(l,k) (19)

where Y,(l, k) is the signal received at the
subcarrier ! by the OFDM symbol k and X,(/, k)
is the corresponding transmitted pilot symbol. The
final estimates of the channel attenuations H(l k)
at the data positions are linear combinations of
H,(l, k), where the coefficients are chosen

according to the structure of each estimator.
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Conventional channel estimation uses a linear
interpolation filter. Since this linear interpolation
filter only requires two pilot symbols per
estimate, this method is very effective in a
practice sense. The gain and phase of a channel
is estimated in frequency as follows:

~ m m o~ -
H(l+—,k)=(0-—)H (,LkY+mH (I +1,k
( N )=( N) L kYy+mH ( )

I s

20

Where Ny is the pilot spacing in the frequency

direction and m is from 1 to N; -1. H,(LK) s

the channel estimate of a pilot symbol at position

! in frequency and k in time, and " SHLE) g
position [+] in frequency and k in time.
Thereafter, the gain and phase of a channel can

be estimated in time as follows:

Hk+ 7%) = (1—%)5,(1,k)+nﬁ,(1,k +1)
2h

where N, is the pilot spacing in the time

direction and n is from 1 to N-1, and A, (Lk+1)
is at position I in frequency and k+1 in time.

However, one disadvantage is that the
estimation accuracy is slightly decreased. A more
accurate interpolation filter is, therefore, needed,
yet it should not be more complex than the
existing linear interpolation filter. Accordingly, this
paper presents two interpolation filters, a Gaussian
interpolation filter and a cubic spline interpolation
filter for use in OFDM systems.

1. Gaussian interpolation filter

Figure 4 illustrates the structure of channel
estimation using separable 1-D PSAM (Pilot
Symbol Assisted Modulation: PSAM). Based on
the pilot pattern proposing a four spacing of time
and frequency, a separable 1-D 2nd Gaussian
Interpolation Filter (GIF)™ is first applied in the
frequency direction. Thereafter, a separable 1-D
Ist GIF is applied in the time direction to
complete the interpolation to all data points. The
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Fig. 4 The presented Separate 1-D Interpolation filter

amounts in the block box in Fig. 4 must be
stored in order to exploit the correlation in the
time and frequency directions.

The 1-D 2nd GIF is as follows,

~ m m |~ m .5
H+ 500 = Q. (O, (- L k) + Q"(X/T)H”([’k)

! /

+0, (7v'."7)1?,,(1 +1k)

(22)

m
— 2

where N, which is a channel

estimate at position ! + m/N; in frequency and k
in time, is calculated based on three channel
estimates of the previous, present, and next pilot
symbol. #,U-1.k)is a channel estimate of the

previous pilot symbol at position /- in frequency
and k in time, #,(.%) at position / in frequency
and k in time, and #,U+LK) at position {+7 in
frequency and k in time. The channel estimation

for the first four data symbols of the 1st OFDM

symbol is thus obtained using two pilot symbols.

A processing delay occurs due to the considera-
tion of the next pilot symbol. Linear interpolation
is the same. Ny is the pilot spacing of the
frequency direction and m is from 1 to Ny -1.

Thereafter, a channel estimate in time is
obtained as follows:

~ n n o~ n o~
L 2 —1 o
H(lk+ N,) Q"(N, YH ,(Lk )+Q"(N,)H"(I’k)

+Q,(7V'§T)ﬁp(1,k+l)

(24)
ofz)o
o5
where ﬁ"(l’k+NL,) which is a channel estimate

of at position / in frequency and k+ n/N, in time,
is calculated based on two channel estimates of

the present and next pilot symbol. H,(LK) s a
channel estimate of the present pilot symbol at

position 1 in frequency and k in time, and

Hp(l’k”) at position / in frequency and k+I in
time. A processing delay occurs due to the
consideration of the next pilot symbol in the time
direction. The presented channel estimation
method only requires a memory of NxNr, where
N is the number of subcarriers and N, is the pilot
spacing in the time direction.

Due. to the use of a Ist order interpolation in
time, only two pilot symbols are used per
estimate, therefore, a 1st order Gaussian

interpolation is the same as a linear interpolation.

2. Cubic spline interpolation filter

The second interpolation filter presented is a
cubic spline interpolation filter (CSIF). This filter
is used in the frequency direction instead of a
2nd Gaussian interpolation filter (GIF). In this

625
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case, the application of a 1st GIF for an
interpolation in time is the as same as in the first
presented scheme. In Fig. 8, a 1-D CSIF is
applied in the frequency direction first and then a
1-D 1st GIF is applied in the time direction.

Given N; pilot points in one OFDM symbol,
N;-1 polynomials are obtained. A channel estimate
for the data symbols between the pilot symbols
can be obtained using these polynomials.

3. Low pass filter

Errors caused by interpolation and noise are inc
luded in an estimated channel response through th
e use of an interpolation filter. Therefore, these es
timators suffer from an error floor caused by thes
¢ errors. In order to reduce this error floor, a low
-pass filter (LPF) is combined with the presented
interpolation filters. A low-pass filter plays the rol
e of removing the noise components while preserv
ing the channel impulse response. The maximum
channel duration of a channel impulse response ca
n be anticipated from the guard interval of the O
FDM system. An LPF is implemented using IFFT
JFFT modules as shown in Fig. 5.

Interpolated channel Low Pass final channel
estimate Filter i estimate
|

- ik
A—* - 5
Y
IFFT FFT
i 6
- K, :
H — Ly O b g7

Fig. 5 The presented low-pass filter using IFFT/FFT

After estimating the fading distortion due to the
interpolation  filter, this estimate is then
transformed into the time domain using IFFT to
obtain a transformed estimate. As a result, this
transformed estimate can be regarded as the
channel impulse response. In general, a guard
interval is longer than the maximum delay time
of a channel impulse response. Accordingly, it
can be assumed that the channel impulse

626

response, that is the most powerful multipath, is
contained within the guard interval. The remainder
outside the guard interval can be considered as
noise components. Therefore, zero values instead
of noise components are inserted for the IFFT
processing. As a result, the original transformed
estimate within the guard interval plus these zero
values are then transformed once more in the
frequency domain using FFT to obtain a final
channel  response  estimate ~ without  noise

components.

IV. Experiments and Discussion

To ascertain the performance of the two
presented channel estimators, a low-pass filter
combined with a separable 1-D  Gaussian
interpolation filter and a separable 1-D cubic
spline interpolation filter, the computer simulations
were performed in time-varying multipath fading
channels. A block diagram of the system model
used for the analysis and simulation is shown in
Fig. 2. The mean squared error (MSE) and coded
bit error rate (BER) were adopted as the

performance measures of the presented schemes.

1. Simulation parameters

The feasibility of the application of the OFDM
method to digital audio broadcasting (DAB) was
investigated. In Europe, the Eureka-147 DAB
system“s] has been developed in a bandwidth of
about 6MHz as a new-band system. In contrast,
since there are fewer available radio frequencies
in the USA and Korea, a DAB system must
operate within the existing FM band carrier
frequencies from 88 to 108 MHz as an in-band
system.!""!

Two different In-Band transmission modes,
IBOC (In-Band On Channel) and IBAC (In-Band
Adjacent channel) are available to accommodate
transmission at RF frequencies ranging from 88
MHz to 108 MHz. The FM IBAC and IBOC
DAB spectrum is shown in Fig. 6. IBAC means
an adjacent channel whereas IBOC means on a
channel within the FM band.
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The simulation parameters suitable to a DAB
system within the FM band are shown in Table
2. The transmission bandwidth was 512 kHz and
the modulation scheme used for each subcarrier
was QPSK and 16QAM. The number of
subcarriers and FFT size was 512. The carrier
spacing was 1kHz and the useful symbol duration
was a reciprocal of the carrier spacing. The guard
interval was determined as 1/32 of the useful
symbol duration that included the maximum delay
time of the channel impulse response. The total
symbol duration then added the useful symbol
duration to the guard interval. The total bit rate
was about 512 kbps for QPSK and 1024 kbps for
16QAM.

Table 2. System parameters for COFDM system
Transmission bandwidth{kHz] 512
QPSK or 16QAM

Modulation for each subcarrier

Number of subcarriers 512
FFT size 512
Carrier spacing(kHz) 1

Useful symbol duration( #(=USD) || 1000

Guard interval( /9 31.25(USDx1/32)
Total symbol duration( /8 1031.25

Total bit rates(kbps) 512~1024

The baseband model used for the analysis and
simulation of the pilot-based OFDM system is
shown in Fig. 2. For error correction, a 1/2 rate
convolutional code with the octal polynomial (133,

171) was used, i.e., the code polynomials were

16y

g, (D)=1+D+D'+D“+D°*
g, (D)Y=1+D'+D*+D*+D°® (26)

The constraint length was ng =7 and a tail of
net1=8 zeros was appended to clear the encoders
memory. The receiver used a soft-decision Viterbi
decoder with a truncated memory length of 5ng
=35bits.

2. Channel Model

The transmission media of the terrestrial
broadcasting of the DAB signal were FM bands.
A FM band spanning a frequency range of 88
MHz through 108 MHz is described here in terms
of multipath fading and noise. The USADA
(United States of America Digital Audio) models
a selective-fading channel by summing a number
of delayed and attenuated flat-faded Rayleigh
paths. This fading model was applied in the FM
simulations.""'” The multipath model was used:
urban fast(UF). The fast modifier refer to the
ground speed of the vehicle on which the receiver
is mounted. This ground speed directly determines
the degree of the Doppler spread experienced by
the signal. The tap number of urban fast delay
profile was 9 and the maximum delay time was
3s. The Doppler frequency was 5.2314 Hz for
each path, with a speed of velocity at about 57
km/h. These conditions represent a car that is
driven fast in an urban environment. The relative
time of the multipath and attenuation in each tap
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is shown in Table 3.

Table 3. The Multipath profile

Tap # Relative Time( 8 Attenuation(dB)
1 0.0 20
2 0.2 0.0
3 0.5 3.0
4 0.9 4.0
5 1.2 20
6 1.4 0.0
7 2.0 3.0
8 24 | 5.0
9 3.0 | 100

3. Simulation results and discussion

In order to evaluate the performance of the
presented channel estimations, the mean squared
error (MSE) was analyzed for a delay profile.
Plus, the coded bit error rate (BER) was
calculated.

3.1. Performance results of presented
methods from MSE

The performance of the presented Table 3. The

Multipath Profile channel estimators was evaluated

from the perspective of the MSE. The MSE, that

is, the average error over all the attenuations, can

be expressed as:
MSE = |H (1,k) - aaol @

where H(lk) is the known channel frequency

response and H(lk) is the estimated channel
frequency response using the presented channel
estimators.

The performance of the presented channel
estimator was evaluated against that of a low-pass
filler combined with a conventional linear
interpolation filter. The relative performances were
evaluated using simulation results from an

urban-fast Rayleigh multipath fading profile.

e Conventional channel estimator: low-pass
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filter combined with separable 1-D
linear interpolation filter.

e Presented channel estimator 1: low-pass
filter combined with separable 1-D
Gaussian interpolation filter.

e Presented channel estimator 2: low-pass
filter combined with separable 1-D
cubic spline interpolation filter /
Gaussian interpolation filter.

e Pilot pattern : as shown in Fig. 3.

e Modulation : 16QAM '

o Delay profile : Urban-Fast Rayleigh
Multipath profile

In Fig. 7, the MSEs for the channel estimators
are shown as a function of E¢/N,. The upper-three
channel estimators in Fig. 7 are a separable 1-D
linear interpolation filter (LIF), separable 1-D
Gaussian interpolation filter (GIF), and separable
1-D  cubic spline interpolation filter (CSIF),
respectively. The lower three channel estimators
are the same as the upper three except for being
combined with a low pass filter. The upper three
channel estimators using only an interpolation
filter had error floors at EyN, > 16dB. When
compared to each other, the EyN, of the linear
interpolation filter required 1.2 dB more than the
Gaussian interpolation filter and 1.7dB more than
the cubic spline interpolation filter when
MSE=102 Therefore, of the three interpolation
filters, the cubic spline interpolation filter is the
best and the linear interpolation filter the worst.
However, since these three interpolation filters had
an error floor at a high SNR, this needs to be
reduced. To reduce an error floor, this paper has
presented the addition of a low-pass filter (LPF).
The error floors were lowered in the lower three
channel estimators with the use of low-pass
filters. It should be noted, however, that the
mutual ordering was the same as for the upper
channel estimators. Accordingly, a low-pass filter
combined with a cubic spline interpolation filter
was the best and a low-pass filter combined with
a linear interpolation filter was the worst. The
difference between a LPF combined with a CSIF
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and a LPF combined with a linear interpolation
filter was about 3 dB. In Fig. 7, it can be seen
that interpolation filters performed better with
LPFs than without.

—B—1.PE combined with LI
@ LP¥ combined with GIF

A LPY combined with CSIF

~~. ~y LIF without LPF
ithout L PF

-
T . 4~ CSI¥ withow LPF
2 - B N \‘\

Mean Squared Error

E/N
s o

Fig. 7 Mean squared error for three channel
estimators in Urban Fast Rayleigh Muitipath
delay profile.

3.2. Signal constellation before and after
channel estimation

To establish the effect of channel estimation,
signal constellations before and after channel
estimation are shown in Fig. 8. These are shown
as in-phase (I) on the X-axis and quadrature-phase
(Q) on the Y-axis since the transmission signal is
quite complex. The relative performance of the
presented channel estimator for 16QAM can be
seen from this figure. The 16QAM-signal
constellation before channel estimation is shown
16QAM-signal
constellation after channel estimation is shown in

in Fig. 8(a), whereas the

Fig. 8(b). The simulation conditions were as
follows.

o Channel : urban-fast profile

o Presented channel estimator 1: low-pass
filter combined with separable 1-D
Gaussian interpolation filter.

o Es/No : 14dB

In Fig 8(a) the signal constellation before

channel estimation has been faded by a
time-varying multipath fading channel. However,
in Fig. 8(b) this faded signal has been nicely
compensated by the presented channel estimator.
In Fig. 8(b) an error floor is slightly visible
caused by random dots beyond the decision
boundary of the 16 point signal. Thus, there will
always be an interpolation error, even in noiseless
cases, as all estimators have an error floor due to
finite filter lengths. Even though a low-pass filter
is used to reduce the error floor, it can not
remove it completely. However, these errors can
be corrected with a Viterbi decoder.

()

Fig. 8 (a) Signal  constellation
before channel esti-
mation for 16QAM

(b) Signal  constellation
after channel estima-
tion for 16QAM

3.3. Performance comparison of pre-
sented channel estimators with
conventional channel estimator

The performances of the presented channel
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estimators were compared to that of a
conventional channel estimator. In contrast to the
presented channel estimators, the conventional
channel estimator used a linear interpolation filter
(LIF) configured with a separable 1-D filter for
time and frequency directions. The presented
channel  estimators employed a  Gaussian
interpolation  filter (GIF) and cubic spline
interpolation  filter (CSIF). First, the BER
performance of the interpolation filters was
evaluated for the one channel model and
modulation schemes, using QPSK and 16QAM.
However, all channel estimators using interpolation
filters included an error floor. Accordingly, this
paper presents the addition of a low-pass filter to
reduce this error floor. Secondly, the BER
performance of the interpolation filters combined
with LPFs was evaluated for each case. In
addition, the conventional channel estimator using
linear interpolation filter was also combined with
a low-pass filter for comparison with the
presented channel estimators. Finally, the BER
performance for perfect channel estimation was
compared to the presented channel estimators and
conventional channel estimator. Perfect channel
estimation exists when a receiver knows the
channel perfectly. Depending on the type of audio
materials transmitted, degradation starts to be
audible at BER values ranging typically from 10°
to 10717 Thus, as a reference, a BER value of
10* was chosen. A time interleaving depth (TID)
of 256ms was chosen by computer simulations.

In Fig. 9 coded BER performances are shown
for channel estimators using interpolation filter
and using an LPF combined with an interpolation
filter in an urban-fast profile. In this profile the
Doppler frequency was 5.2314 Hz and the
For QPSK, in Fig.
9(a), when comparing the BER performance of

maximum delay time 3s.

the channel estimators using an interpolation filter,
the conventional channel estimator required about
0.3 ~ 0.5 dB more than the presented GIF and
CSIF channels. The GIF in the presented channel
estimator required about 0.2 dB more than the
CSIF. From this result, it can be seen that the
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4 o \1 @ Sep. 1-D LIF ch. est.
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N @ LPF+Sep. [-DLIF ch.est.

B \ —+—1PF +S¢p. 1-D GIF ch. est.

LPF + Sep. 1-D CSIF ch. est.
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~B Perfect ch. est. S

—@—Sep. 1-D LIF ch. est
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A Sep. [[DGIFch. est
-y Sep. I-DCSIF ch est, R

- 4 1PF 3 Sep. 1-D LIF ch. est NN

# LPF + Sep. 1-D GIF ch. est. NN

LPJ + Sep. 1-D TSIl ch. est.

®

Fig. 9 (a) BER performance for QPSK in urban-fast
profile
(b) BER  performance for 16QAM in
urban-fast profile( TID:256ms)

CSIF is the best since it considers the most pilot
symbols, whereas the linear interpolation filter is
the worst because it considers only two pilot
symbols. For 16QAM, in Fig. 9(b), the
conventional linear interpolation filter required
about 0.3 ~ 0.5 dB more than the presented GIF
and CSIF channels. The difference between the
GIF and CSIF was the same as for QPSK.
However, when compared to symbol duration
(1ms), there was no substantial degradation in
performance relative to interpolation type with a
small delay time (3s) in the muitipath fading
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channel.

Secondly, for QPSK, the performance gain
from using an LPF was about 1.2 dB for the
conventional linear interpolation filter and about 1
~ 1.1dB for the presented GIF and CSIF
interpolation filters. For 16QAM, the performance
gain from using an LPF was about 1.5 dB for
the conventional linear interpolation filter and
about 1.2 ~ 13 dB for the presented GIF and
CSIF interpolation filters. Therefore, it is clear
that an LPF can effectively remove an error floor
caused by an interpolation filter. As a result, a
substantial performance gain can be obtained
when a low-pass filter is combined with an
interpolation filter.

Finally, when compared to perfect channel
estimation for QPSK, the performance of an LPF
combined with the CSIF required about 0.1dB
more, that of an LPF combined with the GIF
required about 0.2dB more, and that of an LPF
combined with the linear interpolation filter
required about 0.5dB more. For 16QAM, when
compared to perfect channel estimation, the
performance of an LPF combined with the CSIF
required about 0.1dB more, that of an LPF
combined with the GIF required about 0.2dB
more, and that of an LPF combined with the
linear interpolation filter required about 0.4dB
more. The BER will decrease with an increased
complexity the closer it gets to perfect channel
estimation. v

3.4. Complexity comparison

To evaluate the relative complexities of
conventional channel estimation with the presented
channel estimation, the complexities of the
different interpolation filters can be compared
based on the number of pilots they use. The
conventional linear interpolation filter uses only
two pilot symbols. In contrast, the presented
Gaussian interpolation filter uses three pilot
symbols. Thus, the difference between the
conventional linear interpolation filter and the GIF
is only one pilot symbol. Accordingly, the
presented GIF can improve performance by about

0.3 dB without any substantial increase in
complexity. The cubic spline interpolation filter
uses all the pilots within one OFDM symbol to
estimate the channel of an OFDM symbol plus
the polynomials between pilots must also be
calculated. Therefore, the CSIF is the most
complicated compared to the other two
interpolation  filters. From a  performance
perspective, the CSIF exhibited an improved
performance of about 0.5 dB compared to the
conventional linear interpolation filter. All three
interpolation filters have the same amount of
memory due to exploiting the correlation in the
time and frequency directions. Consequently, there
has to be a trade-off between complexity and

accuracy of estimation.

V. Conclusions

This paper describes the channel estimation
methods using a low-pass filter combined with a
Gaussian interpolation filter and cubic spline
interpolation filter based on PSAM (Pilot symbol
Assisted Modulation). As with a conventional
linear interpolation filter, the channel estimators
using the presented interpolation filters also
suffered from an error floor, apparently due to
interpolation. Therefore, a low-pass filter using
FFT and IFFT is also presented. This LPF
preserves the channel impulse response while
removing the noise components. As a result,
channel estimation wusing a low-pass filter
combined with an interpolation filter can decrease
the error floor and be implemented in an OFDM
system using a small amount of storage and
FFT/IFFT modules.

Although a linear interpolation filter has the
lowest complexity, from a mean squared error
(MSE) perspective it is the worst method. In
addition, when compared with the presented
channel estimators under the same conditions, the
conventional linear interpolation filter applies a
separable linear interpolation filter in the time and
frequency directions, thereby requiring the same
amount of memory as the presented channel
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estimators: that is NxN, where N is the number
of subcarriers and N; is the pilot spacing in the
time direction.

The presented low-pass filter enhances
performance by lowering the error floor caused by
interpolation. An LPF combined with a
conventional linear interpolation filter produces an
improvement of about 12 dB compared to
without an LPF. Furthermore, the presented LPF
combined with a GIF and CSIF produce an
improvement of about 1 ~ 1.1 dB compared to
without an LPF. Therefore, it is clear that a
low-pass filter plays an important role in lowering
an error floor and the combination with a
low-pass filter is better than the use of an
interpolation filter alone. Finally, when compared
to perfect channel estimation, the performance of
an LPF combined with the CSIF requires about
0.1 dB more, that of an LPF combined with the
GIF requires about 0.2 dB more, and that of an
LPF combined with the linear interpolation filter
requires about 0.5 dB more. Accordingly, for
perfect channel estimation, a combination of the
presented LPF with the interpolation filters
produced a 0.2 ~ 04 dB gain compared to an
LPF combined with a conventional linear
interpolation filter. Consequently, the presented
channel estimators using a low-pass filter plus
interpolation  filters  exhibited an  improved
performance without a substantial increase in
complexity.

Digital audio broadcasting (DAB) system
parameters, as the application area of the OFDM
system, and channel models suitable to a DAB
system in their frequency modulation (FM) band
were applied to a computer simulation. The
simulation results of this DAB system can be
used as a performance measure for comparison
with other DAB systems with the same frequency
band.
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