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Abstract

information semantics is a well-known issue in areas of information Systems researches. It de-
scribes what data mean, how they are created, where they can be applied to ; thus, it provides indis-
pensable information for management of data.

This article proposes to formalize information semantics by the processes that data are created or
transformed. A scheme is proposed to describe an information production structure, which is called an
information structure graph. An information structure graph is a directed graph, whose leaves are pri-
mary input data objects and whose root and internal nodes are output data objects.

information semantics is derived from an information structure graph that has the data as its root.
For this, rules are proposed to manipulate and compare graphs. The structural relationships among
information structure graphs are mapped into semantic relationships among data.

* Management Information Systems Division, Kookmin University
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1. Introduction

Information semantics has been recognized
as a major issue in information management.
Especially, with regard to information use, the
primary concern has been misuse of data, which
results from users ignorance of semantics
[Brackett 1996] [Redman 1995)[Liepens and
Uppuluri 1990]. In contrast to its necessity, only
a few methods have been proposed to describe
information semantics, which are mostly de-
scriptive [Hammer and McLeod 1977].

One way to describe information semantics
is to formalize it from the perspective of infor-
mation production. For example, if a quantity
on hand is measured by an observation, we
might say that it represents the quantity that
is stored in a warehouse. However, if it is cal~
culated from the previous month’s quantity by
deducting an outbound quantity and adding an
inbound quantity, it represents the number that
appears on an inventory book. Based on this
idea, a scheme is proposed to matenalize infor-
mation semantics by information production
structures.

Formalization of information semantics in-
cludes several tasks. The first is to define
scopes of semantics. Information semantics is
not a well-defined terminology. It might de-
scribe what data mean, how they are created,
where they can be applied to, to name a few.
The second is to develop a formal structure to
describe semantics. Information semantics has
been modeled as a part of data modeling. SDM
([Hammer and McLeod 1977]), the functional
data model ([Shipman 1981]), and extended En-

tity Relationship models ([Teory et. al. 1986])
are typical ones. The third is to propose algo-
rithms to compare information semantics. They
help us to manipulate information semantics as
an objective thing, not a subjective judgement.

In the next section, scopes of information se-
mantics are described. In section 3, a scheme
is proposed to formalize information semantics
from the perspective of information production.
It is formalized as a directed graph, which shall
be called an information structure graph. In
chapter 4, ideas are proposed to compare infor-
mation semantics. At last, in chapter 5, impli-

cations of the research are summarized.

2. A Description of Information Semantics

2.1 Scopes

Information semantics includes almost ev-
erything we may think about data. For example,
we may need to know encyclopedic definitions
of data names, the situations that data are cap-
tured or calculated, persons who create data, to
name a few. This characteristic of semantics
has caused the ambiguity about its definition.

To formalize information semantics, we focus
on processes that information is produced. That
is, information semantics are indirectly formal-
ized by the structure of information production
Drocesses.

22 A Conceptualization of Information Se-
mantics : Information Structure Graph

A conceptualization of information production

processes includes a conceptualization of proc-
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esses as well as data. In this regard, it differs
from both data models and process models.
Data models such as an extended Entity-
Relationship model ([Teory et. al. 1986]) and
SDM ([Hammer and McLeod 1977]) focus on
data. Process models are for system imple-
mentation and, thus, include all specifications
for implementation ([Gane and Sarson 1979]
[Warnier 1981] [Yourdon 1990], to name a few);
however, a conceptualization of information
production is for understanding information
semantics from the perspective of information
production. Thus, it includes structures of
processes as well as data.

An attempt to model information production
processes is an information manufacturing sys-
tem [Wang 1998]. It decomposes information
production into data units, vendors, data quality
blocks, processing blocks and consumers. A
data unit supplied by a vendor passes through
data quality blocks and processing blocks, and
delivered to consumers.

Another one is FIP (Functions of Information
Processing) model ([Redman 1996]). It models
data processing as processes of producing OIP
(output information product) from IIP (input
information product) by applying FIP. That is,
it models the process of creating data_set_C

from data_set_A and data_set_B as follows ;
Data_set_ A FIP Data_set_B = Data_set_ C

Here, data_set_A and data_set_B are IIPs,
and data_set_C is an OIP. FIP is an clas-
sification of information production processes
into associate, filter, prompt, queue, regulate

and transmit.

For conceptualization of information pro-
duction processes, this research proposes an
information structure graph, which is based on
a conceptual graph [Sowa 1984]. A conceptual
graph has been applied to systems requirements
formalization, especially for hardware systems
[Cyre 1997]. An information structure graph
applies it to conceptualization of information
production processes.

An information structure graph is a directed
graph that connects data objects. A parent node
is an output data object (output information
products) and children nodes are input data
objects (input information products).!)

In general, information production means two
different things. One is to create new data
objects ; the other is to update values of data
objects. Based on this distinction between data
objects and values, we categorize information
production processes into three classes as
shown in <Table 1>2

(1) The first one is to produce a new data
object, which shall be called an object
creation. A typical example might be to
decide an order quantity based on a quan-
tity on hand and a safety stock. However,
some data objects are captured without
any reference to other data objects. They

1) In this study, data objects or information products are
used interchangeably. They denote data items, fields,
records, reports or documents. We may call data ob-
jects or information products as data or information,
for the sake of simplicity.

2) In information production, data values are created or
new data objects are named. If neither occurs, it
means that nothing has been created. In this sense,
the fourth one is not included in the categories of
information production.
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are called primitives or primitive data ob-
jects.

(2) The second one is to update a current
value of a data object. It shall be called
a value update. A typical example is an
update of a quantity on hand when goods
are deposited or shipped.

(3) The third one is to produce a new data
object without creating new data values.
It shall be called a structure transfor-
mation. Typical examples are composing
documents from data items and classi-
fying data objects into specialized or gen-
eralized ones.

(Tablet) Categories of Information Production

Data Values

created not created

Object Structure
Created 1 .

Data creation transformation
ObjeCtS not
Value update -

created pd

For example, let us assume that quantity on
hand is updated from goods deposit and ship-
ment. Then it is conceptualized as shown in
(Figure 1). In the figure, deposit and shipment
are input data objects. And, quantity on hand
is an output data object. A symbol assigned to
a quantity on hand, @, represents that it is a
value update.

Further, let us assume that an order quantity
is calculated by comparing quantity on hands
and sales against a safety stock. And, a pur-
chase order is issued to a supplier. Then the
processes are conceptualized as shown in (Fig-

ure 2). It depicts that an order quantity is

produced from quantity on hand, sales and a
safety stock. A symbol assigned to order quan-
tity, ®, represents that it is an object creation.
The order quantity is combined with supplier
to form a purchase order. A symbol assigned
to a purchase order, b, represents that it is a
structure transformation.

quantity_on_hand

deposit shipment

(Figure 1) An Information Structure Graph for Quantity On
Hand

purchase_order

Va\

order_quantity supplier
quantity_on_hand sales safety_stock

(Figure 2) An Information Structure Graph for Purchase
Order

As shown in the figures, an information
structure graph shows input data objects used
to produce an output data object and categones
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of information production. Detail processes or
functions are not included in the graph.

3. A Formal Description of An In-
formation Structure Graph

An information structure graph is a directed
graph composed of nodes and arches.

Definition 1 : An information structure graph
is a graph G=<V, E, p> such that,

(1) V are nodes that represent data entities,
and E are arches that connect nodes. Le.,
<V, E> is a directed graph.

(2) u« is a function from V to the set of in-
formation production types {[ ] &, &,
W)} that satisfy the following condition.
(@) p(v)=L] iff v is a led
(b) If u(v)=8, &, @, then the chil-

dren of are distinct nodes.

p(v) is called an information production
type of a data object v. As shown in categories
of information production, information produc-
tion is classified into an object creation, a
structure transformation, and a value update,
which are represented by ®, @, @), respec-
tively. That is, ¢(v)=® means that an in-
formation production type of a data object v
is an object creation ; # (v )= @ means that an
information production type of a data object v
is a structure transformation ; and, #(v)=Q
means that an information production type of
a data object v is a value update ; in addition,
#(v) =[] means that a data object v is a
primitive one. Thus, for the sake of simplicity,

we include input data objects into information
production types as shown in the followings
(see (Figure 3)):

v v y v

AAN

L ]
y
" ! n 1 n

(Figure 3) Nodes in an Information Structure Graph

(1) ©(v)={]denotes that “ v is a primitive
data objects and there exists no edge with
head v.”

(2) u(v)=(®, vi, -, va) denotes that " x
(v)=®and v hasnchildren v, -, va.
And, there exist exactly n edges with
head v and their tails are vy, -, v.."

(3) u(y)=(H, v, -+, va) denotes that " z
(v)=@and v hasnchildren v, =, Va.
And, there exist exactly n edges with
head v and their tails are v, -, va"

4) p(v)=(®, vy, -, va) denotes that "
(v)=@and v hasnchildren v, -*, va
And, there exist exactly n edges with

"

head v and their tails are vi, **, va

Root(G) is the root of an information
structure graph G ; and, leaf(G) is a set of
leaves of the graph G. For an data object v,
G{) is its information structure graph. Thus, the
root of an information structure graph G{v ) is
the data object v. le,

v =r100t(G( v ))
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In addition, other managerial information
might be added to information structure graphs.
They might be times (denoted as r (v)) that
information production processes are executed,
implementation types of processes (denoted as
p(v)), to name a few.

t(y)Y=(t=10)|¢t=t+t)|cond

cond=v falv @ v'| cond AND cond | cond
OR cond | NOT cond
where, @ is a relational operator (=, =/=, >,
>= <, <=),
a is a constant, and

v and v’ is a data object,
o (v)=manual | program | system

In information structure graphs, data objects
are relations that are not necessarily first nor-
mal forms. For example, in (Figure 2), purchase_
order is represented as a nested relation that
contains order_quantity, supplier, where order_
quantity might be composed of product_iden-
tifier, quantity_on_hand, and time. Supplier is
also composed of primitive data objects of
supplier_identifier, name, address, and phones.

In information structure graphs, a structure
transformation depicts a composition of an
output data object. Purchase_order is composed
of order_quantity and supplier. Though it is not
shown in (Figure 2), order_quantity might be
composed of product_identifier, time, and or-
der_quantity. Quantity_on_hand might be com-
posed of product_identifier, time, and quanti-
ty_on_hand. In other words, every data object
needs to include an identifier in addition to val-
ues. In this sense, (Figure 2) needs to be ex-

panded to (Figure 4) to include this kind of
structure transformations ; however, structure
transformations for quantity_on_hand and or-
der_quantity are obvious even though they are
not decomposed. Thus, for the sake of sim-
plicity, these structure transformations are not
included in information structure graphs as
shown in (Figure 2). In sum, product_identifier,
time and quantity_on_hand are treated as a
single data object, which is quantity_on_hand.

purchase_order

®
_

order_quantity

®
[ R——

order_guantity’ product_number time

X
/”\\

quantity_on_hand les safety_stock

supplier

ST

quantity_on_hand’ product_number time

(Figure 4) An Information Structure Graph for Purchase
Order (revised)

Information structure graphs may be for-
mulated into different ways even though they
represent equivalent information production
processes. Here, we introduce rules to test an

equivalence of information structure graphs.

Rules : An information structure graph G=
<V, E, p> is reducible with an order
of @ ®> & . That is, the following
rules are satisfied ;

(D Ifplv)=(&, vy, va)and p(vi)=(&,
vs va), then u(v)=(D, vs vy vl
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(2) If p(v)=(8, vi, vIand u(v.)=(&,
v3 v then p(v)=(&®, vs vy v2)
(D U p(v)=(8 vy va)and p(vi)=(8,
vs, va), then p(v)=(8, v3 v4 va)
(4) f p(v)=(®@ vy, v2)and p(v)=(&,
v3, va), then p(v)=(®, vy v4, v2)
(5) If p(v)=(&, vy, valand p(vi)=(Q®,
v3, va), then p(v)=(@, v v vl
(6) If u(v)=(&, vi, vi)and p(vi)=(&,
v3, va), then p(v)=(8, vy vi v2)
(7) If p(v)=(@, vy, vi)and p(v1)=(@)
v3, va), then p(v)=(@, v vy v2)
(8) If u(v)=(@, vy, va)and plv,))=(8&,
vy va) then p(v)=(@, vs vs vl
(9 If u(v)=(&, vi, va)and p(vi)=(®,
vy va), then p(v)=(8, vs va vz

These rules are shown in (Figure 5). In the
figure, information structure graphs in the left
side are said to be reducible to the ones in the
right side. And, graphs in the right side are said
to be expandable to the ones in the left side.

For example, the information structure graph
in (Figure 2) can be reduced to the following,
by the Rule 3. The reduced graph shows that
a purchase order is created from quantity_on_
hand, sales, safety_stock and supplier.

An information structure graph is said aug-
mented if nodes and/or edges are added without
altering its structure.

Definition 2. An information structure graph
G’ =<V’ E’, u> is anaugmentation of a graph
G=<V, E, p> if the following conditions are
satisfied ;

(Hvev

(Rule 1) Y '@
PO
(Rule 2) 4 v

®
(Rule 3) !VI" .\. y e /I\.
(Rule 4) ﬁ o)
\ N

(Rule 5) 'O
i — /N

(Rule 6) g&\ '®
S Ty
(Rule 7) @5@'\ YO
PR
(Rule 8) é@\ '@
Foe Oy
(Rule 9) @4&\. '®
A = O

(Figure 5) Information Structure Graph Rules

purchase_order

/l
// \\
/ supplier

quantity_on_hand sales safety_stoc

(Figure 6) An Information Structure Graph for Purchase
Order (reduced)
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(2) ECE
(3N If(vy vy) EE-E then vz €V,

Le, all new edges are between new nodes,
or from nodes in V to a new node.

An augmentation adds new nodes to a graph
without altering its structure. For example, in
(Figure 7), graphz and graphs are augmenta-
tions of graphi. Graphy adds a root (or an in-
termediate node) to graph). Graphs adds a leaf
as well as a root (or an intermediate node) to
graphi. However, graphy is not an augmentation
of graph; because the structure of graph: has
been changed in grapha.

Information structure graphs are augmented
repeatedly. Le., if Gz is an augmentation of G;
and Gz is an augmentation of Gy, then Gs is an
augmentation of Gi1. Among augmented graphs,
some have identical leaves. They are called ho-

mogeneously augmented graphs.

Definition 3. Information structure graphs Gy
is called a homogeneous augmentation of Ge if
G is an augmentation of G2 (or vice versa), and
leaf(G1) = leaf{G2). A homogeneous augmenta-
tion set is a set of information structure graphs

that are homogeneous to each other.

Homogeneously augmented graphs do not
add leaves to a graph. They adds intermediate
nodes or a root to a graph, which means that
additional objects are produced from the same
primitive data objects.

4. An Analysis of Information Se-
mantics

An information structure graph represents

the structure of information production proces-
ses. Based on this characteristic of an infor-
mation structure graph, we define semantic re-
lationships among information products. If an
information structure graph is a homogeneous
augmentation of another one, it means that both
information products are derived from the same
primitive data objects.

Graph, L&
Graph, §
0, 7N
7N -0 0,
,a a,, : ’
Graph, E\.
7N
.0 0,
Graph,

o™
T M

(Figure 7) Augmentations of Information Structure Graphs

Definition 4. Semantic derivation : Let G =
<V, E, pu> G'=<V’, E', "> be information
structure graphs of data object d, d’, respec-
tively. Then data object d’ is semantically de-
rived from data object d if G can be homo-
geneously augmented from G. That is,

(1) there exist an information structure
graph G’ such that G’ is reducible to G’
(or G” is expandable to G’)

2) G, Geda
where, G is a homogeneous augmen-
tation set.

A semantically derived data object d’ has the
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same primitive data objects as a data object d
and includes additional data objects which are
produced from those input data objects. It
means that a semantically derived data object
is produced from d without using any additional
input data.

For example, let us assume that order quan-
tity is determined based on inventory table.
Then, as shown in (Figure 8), an information
structure graph of order quantity is a homo-
geneous augmentation of inventory table's.
And, an order quantity is said to be seman-
tically derived from an inventory table.

order_guantity
inventory_table

quantity_on_hand  safety_stock quantity_on_hand safety_stock

inventory_table

(a) [}
(Figure 8) Semantically Derived Data Objects

If an information structure graph of order
quantity is depicted as shown in (Figure 9),
order quantity is not semantically derived from
inventory table. It is derived from sales as well
as inventory table. We call it a semantically

augmented data object.

Definition 5. Semantic augmentation : Let G
=<V, E u> G'=<V', E’, p'> be informa-
tion structure graphs of data object d, d’,
respectively. Then data object d’ is a semantic
augmentation of a data object d if G’ can be

augmented from G. That is,

(1) there exist an information structure
graph G"" such that G’ is reducible to G’
(or G” is expandable to G’)

(2) G” is an augmentation of G

A semantically augmented data object uti-
lizes extra information (i. e., primitive data ob-
jects) in addition to the original one. As shown
in (Figure 9), an order quantity is created using
additional information of sales as well as an in-
ventory table. From definitions, semantic deri-
vation is a special case of semantic augmenta-
tion. That is, semantically derived data objects
are semantically augmented ones without addi-

tional primitives.

order_quantity

X

inventory_table inventory_table sales

quantity_on_hand safety_stock quantity_on_hand safety_stock

(a) (0

(Figure 9) Semantically Augmented Data Objects

In sum, information structure graphs help to
test semantic relationships among data objects.
If an information structure graph is an augmen-
tation of another, one is semantically related to
the other. If not, one is not semantically related
to the other. If an augmentation is homogeneous
(i. e,, an augmentation does not includes addi-

tional primitives), one is derived from the other.
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If not, one utilizes additional input data and,
thus cannot be derived from the other.

5. Conclusion

This study has proposed a scheme to for-
malize information semantics. For this, infor-
mation production processes are conceptualized
into information structure graphs. An informa-

tion structure graph helps

(1) to represent information production pro-
cesses. This kind of information can be
utilized for management of data.

(2) to define and manipulate information se-
mantics. By comparing structures of in-
formation structure graphs, information
semantics are compared as objective

things, not as subjective judgements.

This paper is an initial attempt to draw struc-
tures about information semantics. Its utiliza-
tion has to be tested by further researches.
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