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A CENTRAL LIMIT THEOREM FOR
THE STATIONARY LINEAR PROCESS
GENERATED BY AN ASSOCIATED PROCESS

TAE-SUNG KIM, JONG-IL BAEK AND JAE-HAK LiMm

ABSTRACT. A central limit theorem is obtained for stationary linear
process X; = Z;?';o aj€;_;, where {¢} is a strictly stationary associ-
ated sequence with Fe; = 0, Ee? < oo and {a;} is a sequence of real
numbers with Y22 |a;| < co. A functional central limit theorem is
also derived.

1. Introduction

In the last years there has been growing interest in concepts of pos-
itive dependence for families of random variables. Such concepts are
of considerable use in deriving inequalities in probability and statistics.
Lehmann (1966) introduced a simple and natural definition of positive
dependence: Two random variables X and Y are said to be positive
quadrant dependent (PQD) if for any real z, y

PX >z, Y>y)>P(X>z)PY >vy).

A much stronger concept than positive quadrant dependence was con-
sidered by Esary, Proschan and Walkup (1967).

A collection of random variables {e1,--- , €y} is said to be associated if
for any two coordinatewise nondecreasing functions fi, f» on R™ such
that f] = fi(e1,- -+ ,€m) has finite variance for j = 1, 2,

cov(fi, f2) > 0.
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An infinite collection {¢;, t € Z}, Z = {0, *1, +2, --.}, is said to be
associated if every finite subcollection is associated.

A large amount of papers has been concerned with limit theorems for
associated processes (see, for example, Newman (1984)).

Newman (1980) established a central limit theorem for strictly stationary
associated process {€;} with E(e;) = 0 and E(€?) < oco; more precisely,
if

(1) 0<o®=Ed+2) E(e &) <o
t=2

then

(2) nHe + -+ €) — N(0, o?).

Newman and Wright (1981) also improved this central limit theorem,
that is they derived a functional central limit theorem: Let {e;, ¢t € Z}
be strictly stationary associated process with E(e;) = 0 and F(€?) < oo.
If (1) holds, then

[nt]
Wh(t) = nto1 Zei, 0<t<1

i=1
converges weakly to the Wiener measure W on D[0, 1] the space of all
functions on [0, 1] which have left limits and are continuous from the
right.
Let {X;, t € Z,}, Z, = {1,2,---}, be a stationary linear process defined
on a probability space (2, F, P) of the form

&)
3) Xi= Zajft—j,
j=0

where {a;} is the sequence of coefficients satisfying a certain summability
condition, that is, {a;} is a sequence of real numbers with 32 |a;| < oo,
and {¢ } is a strictly stationary sequence of associated random variables
such that

(4) E(e) =0, E(e) < 0.

Here we suppose that the coefficients a; are geometrically bounded, i.e.
there exist constants A > 0 and 0 < p < 1 such that

la;| < Ap’ for all j > 0.




Linear process generated by an associated process 465

This class of processes is a basic object in time series analysis.

A vast amount of literature has been devoted to the study of linear pro-
cesses under various circumstances; Fakhre-Zakeri and Lee (1992) and
Fakhre-Zakeri and Farshidi (1993) established central limit theorem un-
der iid assumption on {¢} and Lee (1997) studied central limit theorem
under strong mixing condition on {e;}.

In this paper we derive a central limit theorem for a stationary linear
process of the form' (3), which is generated by a strictly stationary as-
sociated sequence {¢;} with Ee; = 0, E(e?) < oo. And we also consider
the functional central limit theorem.

2. Main results

We start this section by introducing the maximal inequality for a
sequence {¢€:} of associated random variables.

LEMMA 2.1. Suppose that {¢, t € Z,} is a sequence of strictly
stationary associated random variables with E¢, = 0 and E€? < co and
satisfying (1). Then for any € > 0
2
n
(5) P(max|el+-~-+ek|>e)§;‘2

1<k<n €

where o? is defined as in (1).

Proof. This lemma is a direct result of Newman and Wright (see,
Theorem 2 of [8]);

P(g&)ﬂel +o el > e)
2
< E(lréllg|el+---+ek|) /€
by Chebyshev’s inequality
< E(el 4ot En)2/€2
by Theorem 2 of Newman and Wright (1981)

< no?/e by (1). 8

THEOREM 2.2. Let {¢, t € Z} be a sequence of strictly stationary
associated random variables defined on a probability space (Q,F, P)
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with Ee; = 0, Ee? < oo and satisfying (1).
Let us consider a stationary linear process of the form

00
(6) X = Zajet_j, te Z+,
j=0

where 327 |a;| < oo.
Then {X,} fulfills the central limit theorem, that is,

n 00 2
) n~? Z X, 2 N(O, o’ (Z aj> )
t=1 =0
asn — 0o.

Proof. Letting

00
a; = E a;

i=j+1

and
o0
€ = E aj€t—j,
=0

which is well-defined since )2 |&;| < 0o, we have
o0
Xt = E Aj€¢—j
=0

o0
= aoet-i-g Qi€—j
J=1

00 00
= (Z dj) € — &oet + Z(aj—l - dj)et—j

§=0 =1
00

= ( E aj)et +€t—1 - Et,
j=0

which implies that

(8) tz:; X, = <§0 aj) (z": et) +& — &p.
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Since (37724 a;)e; 's are associated by Newman’s central limit theorem
we have

0 (G (E9))

Note that (3772, a;)? is finite by the assumption Y 72 |a;] < oo.

Thus if
&/vVn —> 0asn — oo

and
(10) &/vn 50 as n — o0,
then

n o] 2
(11) SNx -2 N(O, (Z aj) 02)

t=1 j=0

will follow.
To prove (10), it suffices to prove that

(12) é/vn — 0 as. asn — 00
and
(13) €n/v/n — 0 a.s. as n — oo.

But (12) and (13) follow from E(,)? < oo (see Remark) and the fact
that for any § > 0

>_P(&l/vn>8) =3 P(lal > vnb) < oo,

because for an arbitrary random variable Z

EZ* <00 & Y P(1Z| > v/n) < 0.
n=1
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REMARK.
0 2
E(Et)z) = Zajft—j)
=0

J=

o0
= Z? €t—J +zz akalE(ft k€t—1)

S|
/\

7=0 k=0 |= Ok;ez
o0
S (Z )Eét +ZE |ak||azlE(6t_k6t_z)
j=0 k=0 1=0 (k1)
o
< (Z )Eel +2) 0 lallail( ZE(elet
7=0
oo
< (Z ) (Eef + QZEelet>< oo by (1).
t=2

Let 72 = 0%(3_72)°. Define, for n > 1, the stochastic process

[ny]
(14) fw) =nHr 13X, 0<u <,

t=1

where [z] is the integer part of .

If the process {&,, n € Z,} converges weakly to Wiener measure on
D|0, 1], the space of all functions on [0, 1] which have left limits and are
continuous from the right, then we say that the sequence {&,, n € Z.}
fulfills the functional central limit theorem.

Finally, we close this section by deriving that the linear process {X,}

generated by the associated sequence {e;} fulfills the functional central
limit theorem.

THEOREM 2.2. Let {¢, t € Z} be a sequence of strictly stationary
associated random variables defined on a probability space (2, F,P):
with Ee; = 0 and Fe? < oo and satisfying (1). Let X, be defined as in
(6). Then the stochastic process {{,(u), n € Z,} fulfills the functional
central limit theorem, that is, {{,(u), 0 < u < 1} converges weakly to
the Wiener measure W.
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Proof. As in Theorem 2.1 let

o0
&] = E a;
i=j+1
and
o0
€ = E a;€—;
j:
with
o
> laj| < 00
Jj=0

Then we have

(15) Xt = (Z aj> € + Et—l - Et

j=1
and
n o0 n
>x=(Sa) (2 ) +e0 -
t=1 7=0 t=1
Thus
[nu]
Ea(w) = nirl ZX,,
t=1
. 00 [nu]
= TI,_—'A-"‘T'_1 (Z a]‘) €;
=0 t=1
(16) +n il — b lg,,.

First note that (3°77, a;)e: s are associated since €, ’s are associated.
According to (12) and (13) the second term and the third term in the
right-hand side of (16) converge in probability to zero, i.e.,

n"%r‘lé[nu] 2,0 and n_%r'lgo £
Hence by Theorem 4.2 of Billingsley (1968) it remains to prove

00 [nu)
(17) nir! (Z a,j)Zet 2w,

j=0 t=1
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where W is a Wiener measure on D0, 1] the space of all functions on
[0, 1] which have left limits and are continuous from the right.

Since €; s are associated it is well known that (18) holds according to
Newman and Wrights’ functional central limit theorem (see Theorem 3
of [8]). Hence the proof is complete. 0O
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