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One solution to the estimation of product reliability during the development
phase is to measure reliability improvement over time and compare this
improvement to previous product development progress. This papet presents the
reliability growth theory and applies it to some subsystems of vehicles during
their design, development and prototype testing. The data presented itlustrates
explicitly the prediction of the reliability growth in the product developrment
cycle. The application of these techniques is @ part of the product assurance
fanction that plays an imporcant role in product reliability improvement

1. Introduction

Customer satisfaction is definitely essential to
sutvive in today’s globally dynamic competition,
and the ultimate proof of a product design is
acceptance by the customer. As a result of the
open marketplace, only those companies that listen
to what the customer wants and provide high-
quality and reliable products, which meet customer
expectations, over the product wuseful life period
with minimum cost in a timely fashion will even-
tually survive. To assure the quality and reliabilicy
expected by the customer is a particularly impor-
tant aspect of motor vehicle development. Accurate
analysis of the behavior of the product to be
replaced and the goals established for the pew
product provide a first basis. Since reliability and
life of a product ate high-ranking development
goals, applied techniques of reliability engineering
play an important part.

The auwtomotive new product cycle is often
characterized as an evolutionary process{8}. The
knowledge gained from past product performance

coupled with changing environmental, consumer
and business demands establishes the requirements
for future product designs. These requirements
eventually take the form of specific product
petformance, cost and durability objectives through
a long period of concept planning, reviews, cost
trade-off and engineering analysis. Generally, about
one yeat prior to a new product introduction, phy-
sical prototype models are manufactured and placed
on development tests. The purpose of these devel-
opment tests are to evaluate the product design,
uncover the weak points and provide a means to
evaluate design correction. During this develop-
ment testing phase, design management is con-
tinually assessing the performance of the product
against program objectives. Such characteristics as
gradeability, acceleration, fuel economy, cooling,
handling, etc. are generally easily measured and
monitored. The design manager can directly com-
pare these measurements to stared objectives.
This paper provides a practical application of
reliability growth theory to automotive develop-
ment from the specification of reliability goals to
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prediction, verification and analysis. Implementa-
tion of this kind of testing will provide very useful
informarion on concept selection, product/process
reliability, and cost effectiveness without toco much
time, money and engineering effort being spent on
the development of failure suspect parts. Recent
experience with the testing of automotive com-
ponents has led to a practical method for efficiently
otganizing, initiating, and monitoring a reliability
growth test process under a competitive automobile
environment.

2. Reliability Growth Modeling
2.1 The Growth Program

A reliability growth program is one which
utilizes all development testing to find reliability
problems. Testing may include functional testing,
environmental testing, safety testing, performance
testing, as well as mobility testing. In this way
reliability improvement becomes integral and visible
part of the development process and follows a
strategy of a constant striving to make the system
better.

The basic process in which reliability is improved
is the same as in testing and improving any
measurable characteristic, consisting of test, detect
failures, redesign and retest. However, the growth
process must be managed in order to be successful.
Important factors in a successful growth process are
that data are collected upon which actions can be
taken, how that information is used, who the
information is available to, and how to plan for
reliability improvement. This requires coordination
and cooperation of management as well as testers,
data collectors and evaluators. <Figure 1> des-
cribes the reliability growth test process as it has
been applied to automotive components under
development.

At the start of a development program a relia-
bility growth plan should be established to provide
a measure of system petformance that meets cus-
tomer expectations, and should include the test
conditions under which these objectives have to be
met. These test conditions should be based on the
knowledge of customer usage and environment for
a specific component, system or vehicle. Generally
automotive development cycle involves the follow-
ing development stages{3].
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Figure 1. Reliability growth test process.

* Pre-Prototype - This phase involved the design
and reliability testing of chassis, powertrain, and
the body structure. A relatively small sample of
vehicles was tested.

* Prototype - The intent of this activity is to
assemble and test production intent vehicles and
systems for development and design validation.
Although primarily an engineering activities, the
materials management, manufacturing, assembly,
and quality assurance disciplines were involved.

* Pre-Pilot - This is primarily a manufacturing and
engineering activity and provides the opportunity
for early detection and correction of problems.
Parts and vehicles built during pre-pilot will be
used for engineering validation and durability
testing of vehicles built with production parts.

» Pilot - The intent of pilot phase is that preceed-
ing activiries have been completed and are in
place, and that parts conform to all specifica-
tions, so that the remaining effort is to validate
the manufacturing and assembly production
processes. Any vehicle built during this period
meeting assembly specifications is saleable.

<Figure 2> shows a discrete reliability growth
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Figure 2. Growth pattern in the development and production.

pattern for each development phase. Problems are
identified in one stage, and corrective action
implemented prior to the next stage, typical of a
TAAF(Test Analyze and Fix) process.

2.2 The Growth Model

The most commonly accepted pattern for
reliability growth was first reported by J. T. Duane
[7} in 1962. In his paper Duane discussed his
observations on failure data for a number of systems
during development testing. He observed that the
curnulative failate rate versus cumulative operaring
time fell close to a straight line when plotted on
log-log paper. The mathematical model is defined
by

log 0.(¢) = logA — alogt ‘
o) = At™° (D

where
oH = cumulative failure rate at rime ¢

A = constant

a = growth rate

t = total test time
In this model, the failure times would be followed
by the exponential distribution and the camulative
MTBE(Mean Time Berween Failure) would be

M =lod] T =Le 1>0. @

Therefore, we can rewrite this as
log M (¢)= log%+ alogt 3)

For an interpretation of these plots, let IX¥§)
denote the number of failures by time ¢ £0.
Then, the observed cumulative failure rate o (9 at

time t is equal to p(H=D(H/t Hence, from
Eq(l), D(H=at'""
The instantaneous failure rate, of{#), of the

system is the change per unit time of IX#. That

is,
ol =dD(H)/dt

4
=Al—a)¢t" "
and the instantaneous MTBF would be
_ 1 .
M{H = =2 > 0. (3)

From Eq. (2) & (3), the relationship between instan-
taneous and camulative MTBF is given by

ML) = iy MO ©6)

Crow[4] considered the same mean value
properties as the Duane postulate but formulated
a probabilistic model for reliability growth as an
NHPP(NonHomogeneous Poisson Process).

The properties of NHPP satisfy all the conditions
for a Poisson process except that the mean rate
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Figure 3. Prototype test growth trend.

varies with time. The NHPP has been used widely
as a model for a system subject to improvement
{1, 9}

if we let D(s,#) = D(#) — IXs) be the expected
number of failures over the time interval [s, 4,
= 5>0, <Figure 3>, then we would expect IXs, &
to be

D, = [ oddar

=T As

)

Under the NHPP assumption, the probability
that exactly m units will fail in any interval {s, t}
has a Poisson distribution with mean IXs, . That
is, for all =520

Dt e g

P, {X=m} = =

where X is the number of failures in {3, 7}

3. Data Analysis
3.1 Prototype Test Data Analysis

The number of prototype vehicles placed on test
is a design program-management decision based on
available resources, magnitude of design change,
and engineering budget limitations.

Whenever product failures or nonconforming

conditions are expetienced during the test, they are
investigated and documented by the test engineer.
These incidents teports are then sent to the
responsible design engineers who must answer them
as to the corrective action being taken in design.
The design engineer then forwards the corrective
action description back to the test engineer who
closes out the report. It should be noted that
whenever significant failures occur, the test engineer
contacts the design engineer immediately and
together they investigate the problem and its cause.
The test report in that case is simply for docu-
mentation,

The first step in the application of the Duane
growth model procedure is the determination of
curnulative failure rate. <Table 1> is constructed
using a simulated prototype test data. For this
analysis, 2 random generating funcrion for Duane
model is developed, and presented in appendix.
The prototype cumulative MTBF data log-log plot
is shown in <Figure 3> The next task is to fir
a straight line to the plotted dara.

Crow[5} suggests the ML (maximum likelihood)
estimates of ¢ and A

Let T be fixed and suppose xn=>1 failures were
observed during (0, 7) at times 0<x<x << T.

The ML estimates in this case is

7= 1—n/§; log (T/x;) ©9)
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Figure 4. Production test growth trend.

A =n/TE (10)

The foregoing analysis results in the following
quantities for the line of best fit for the prototype
data 1=1.2006 and @=0.4488. A plot is shown
in <figure 3>. Thus, the reliability growth model
for the prototype test and development program is

M(D="1 1= .8329104.

Table 1. Prototype test statistics

Time Ohbserved | Cumulative | Cumulative |Carmulative
Period(hrs) | failures | failures |failure rate | MTBE

0- 150 19 19 0.1267 7.84945
150 - 300 8 27 0.0900 11.1111
300 - 450 7 34 0.0756 13.2345
450 - G600 4 38 0.0633 15.7903
600 - 750 6 44 0.0587 17.0445
750 - SO0 7 51 0.567 17.6460

This growth rate model is displayed in <Figure
2> The estimarte of the carrent MTBF at the end
of the test program (900 hrs.) using Eq.(3) is
MA900)=32.0005 test hours. It is clear from
<Figure 3> that the MTBF increases signifying
improvement in reliability.

3.2 Production Test Data Analysis

During production phase the wvehicles are
produced in assembly plants where production will
occur. The parts are off production tools. Welding,
fixtaring, trim, fastening, painting, etc. are some of

the areas where differences exists compares to the
proto and pre-pilot vehicles. New operations, if not
done carefully, could introduce new failure modes
that may cause the vehicle reliability to go down.
The design reliability of the vehicle should not
change during this phase, unless it is affected by
the build process. In order to measure the overall
reliability in this phase, we have to make the
assessment in a different manner than used in the
design phase.

<Table 2> displays a simulated data for the
production test statistics. Cumulative test statistics
were plotted on log-log paper using the same
procedure followed for the prototype analysis. This
plot is shown in Figure 4. The ML estimates was
used to determine the line of best fit to the plotted
data. The resulting reliability growth rate model
for the production design phase is MJt)=
2.3436 £ %%,

Using these statistics and Eq. (4) the current
failure rate estimate at the end of a one year
production  design test  phase (2,100hrs.)  is
M2, 100)=34.2654 test hours. The current MTBF
with test hours can be converted to customers usage
operating period in kilometers, If we consider the
situation that the test was accelerated, the current
MTBF of 34.2654 hours in the test would be
5959.20 km operating period{2].

Thus, reliability growth model reflects continued
reliability growth during the production design
phase but at a slower rate. Note that the rates
are compared by considering the slopes(0.4488
versus 0.3034). Also the model has determined that
the final production design MTBF (34.2654) is
improved over the final prototype MTBE (32.0005).

o g
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3.3 Reliability Objective and Sample Size

The setting of reliability objectives requires a
comptehensive study of performance, test proce-
dure, economics, tesources, trade-off and many
more factors. Assuming for this analysis the man-
ager wants 2 10 percent improvement in MTBF
over his past experience, the resulting objective for
the development program would be

MTBF sysctne = (1. 10) MTBF wperionce

Thus, the MTBF objective is 37.6919 hours as
compared t0 34.2654 hours. The objective failure
rate is then 0.02653.

For the planning of reliability and life time tests,
the manager must also determine the maximum
number of vehicles to be committed to testing in
order to achieve his objective. For 37.6919 hours
of current MTBF objective, from Eq. (6), cumula-
tive MTBF would be 26.2562 hours. Recalling the
straight line relationship of the Eq.(3):

log M (= log % +alogt
log 26.2562 = log ﬁfﬁ +0.3034 log ¢
f = 2875.0827

Assurne 920 test hours per vehicle and the same
growth rate as experienced in the maximum
number of vehicles to commit to testing is four.

3.4 Goodness-of-Fit Test

Practically it is desirable to test the compatibility
of a model and dara by a statistical goodness-of-
fit-test. One of the many goodness-of- fit tests for
the exponential distribution can be used to assess
the adequacy of the NHPP process. In fact, any
of the following tests could be applied after the
appropriate modification is made {10, 12}.

- Anderson-Dasling A2 Test
+ Watson’s U2 Test

+ Kuiper’s V Test

» Stephens’s W* Test

+ Shapiro-Wilk W Test

Crow{[6} adapred a parametric Cramer-von Mises
goodness-of-fit test for the multiple system NHPP
model. This goodness-fit test is appropriate
whenever the start times for each system is 0 and
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the failure data are complete over the continuous
interval {0, ¢} with no gaps in the data. Although
not as powerful as the Cramet-von Mises test, the
Chi-squared test {6,11} can be applied under more
general circumstances, tegardless of the values of
the starting times. It is particularly suited for the
cases discussed in the vehicle development
examples. This Chi-squared test uses the fact that
the expected number of failures for a system over
its testing time (¢ ¢;) is estimated by
Dt 4y =219 A (1
where A and @ are the ML estimates given by
equations (9) and (10).
If we illustrate this test for the situation of Table
1, the cumulative expected number of failures over
the test interval tis IXH=At'"% For example,
the expected number of failures over the test
interval is estimated by

o) = T 900" = (1.2006) 900 048
= 51.04

whete 2 and 7 are given in prototype test data
analysis. To assess the statistical significance we
compute the chi-square statistic

£= [ N(s;, t)— DXs;, t)]°
- = D(S;‘, t:)

(12)

where % is the total number of intervals. The
random variable »* is approximately Chi-squared
distributed with %2 degrees of freedom. In this
example, ¥ = 1.9000, #=6, and the critical
value at the 10 percent significance level for df =
4 is 7.779.

3.5 Confidence Intervals on Growth Rate

Confidence intervals for the growth rate are now
developed based on the following two different test
situations, depending on how the data are recorded.

Recording failure times

First consider the test situation where failure
times 4, %, ....1, are observed. In this case the
quantity 22(1 —a)/(1—2) is Chi-square distributed
with 2(n-1) degrees of freedom. Thus, an appro-

priate probability statement for a size 100(1- 1) %
is
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Axon-v.m < _’(?iul € Botn-pi-ma) =1—7 (13}

which can be algebraically changed to

_ (1— D251
ap=1— o (14)
and
a[,=]._ (1_ a)xZZ;:—l).l—ﬁZ (15)

where »,, is the 100X y % point of the chi-square
distribution with » degrees of freedom. It is often
important to test the hypothesis H;: o = a, versus
Hi:a+ a, Based on the result that a 2x(1—a)/
(1— @) has Chi-square distribution with 2(n - 1)
degrees of freedom, a size 100(1l -#) % test for
testing any particular value of ¢ can be constructed.
The rule is to reject CHyie=a, if either
@<1—20(1 — @)/ Zoin_ry.or2 OF @>1—2n(1—ag)/

2
Xatn—11-r2

Counting Failures Over a_Time Interval

Let us assume that in a test sitmation we count
the number of failures that occur over an interval
of test time 7. This situation could arise in
practice in different ways, For example, we might
have # test stands where we replace items as they
fail and discontinue the test at a predetermined
time. Or we might derive vehicles over a 40,000km
test schedule and elect to count failures rather than
failure intervals.

In the above situation where we have observed
n failutes over an interval of test time 7, the 100
{1 - #)% two-sided confidence interval is

2
G"'U:l__ (1 0)212n,1—r}'2 (16)
and
IR N1
GL=1_ (]- a)zgifn.l—ﬁ? (1?)

For the data in prototype test date, o = .4488
and ;= .5693, 2, = .3160 are 90% confidence

bounds on «. A size 100(1 - #} % test of Hy:a = ay
versus Hi:a+ o is to reject if eitherz<1—2x
(1= ap)/ Honi—mn OF @>1—2n(— a0}/ Xon 2

4. Conclusion

In this paper we provided an overview of practical
application of reliability growth theory to the

vehicle development from the specification of

reliability goals to prediction, verification and

Table 2. Production test statistics

Time Observed | Cumnulative | Cumulative | Cumulative
Period(hrs} | failures failures | failure race] MTBF

0 - 150 14 14 0.0933 10.7181
150 - 300 10 24 0.0800 12.5000
300 - 450 8 32 0.0711 14.0647
450 - 600 5 37 0.0617 16.2075
600 - 750 7 4 0.0587 | 17.0358
730 - 900 2 46 0.0511 19.5695
900 - 1050 5 51 0.0486 20,5761
1050 - 1200 3 54 0.0450 22.2222
1200 - 1500 13 67 0.0447 223714
1300 - 1800 12 79 0.0439 227790
1800 - 2100 9 88 0.0419 23,8663

analysis. The presented analysis could be applied to
successfully demonstrating the relationship between
failure detection and cotrective action, and the
achievement of higher reliability designs. Examples
and procedures specifically illustrating these
methods were given for practical situations. In
addition to maximum likelihood methods, good-
ness-of-fit tests and confidence interval procedures
were discussed and illustrated by numerical
examples. Specification of reliability growth and
useful life and the application of the most
important methods of prediction and analysis are
also discussed with the aid of examples.

The selection of the growth model should be
based on the type of process the development
programm follows. According to our survey on
reliability growth models[9], the Modified Duane
model fits the application. We believe that these
principle of reliability growth analysis are common
to any vehicle development program.
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Appendix : Random Generating Function of
the Duane Model

Assuming a constant rate between successive faihure
times, the probability of non—failure during a time
interval is:

F= QATT (18)

By using the inverse ~transform method to generate

AT, we get
4T = iyln(U) (19)

where [J is a set of successive random numbers

. (0< U <1). From Eq.(4) the instantaneous failure rate

of the Duane model is given by

pAT)=M1~aT"" 20
If we replace y with p,{ 7), the time berween failures
can be generated using the following equation

AT=-A({’7};)]11(U) e

T is the cummlative time of the successive time
berween failures. Let A(1~ @) = p;{0) where oA{0) is
the instantaceous failure rate at the beginning of the

test {log T=0, i{.e. T=1), then we can rewrite Eq.
(21) as

AT = T (). (22)
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