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The Integrated Methodology of Rough Set Theory and
Artificial Neural Network for Business Failure Prediction

Kim, Chang-Yun, Ahn, Byeong-Seok, Cho, Sung-Sik, Kim, Soung-Hie

This paper proposes @ hybrid inteligent system that predicts the fallire of fims based on the past
financial performance data, combining neural network and rough set approach. We can get reduced
information table, which implies that the number of evaluation criteria such os financicl rafios and
qualitative variobles and objects (e, firms) Is reduced with no information loss through rough set
approach. And then, this reduced information Is wsed fo develop classification rules and rain neural
network 1o infer oppropriate parameters. Through the reduction of information table, it is expected that
the performonce of the neural nefwork improve. The rues developed by rough sefs show the best
prediction accuracy if o cose does match any of the rues. The rationcle of our hybrid sysfem s using
rdles developed by rough sefs for an object that matfches any of the rules and neurdl network for one
that does not match any of them. The effectiveness of our methodology waos verified by experiments
comparng traditional discriminant ondlysls and neural network apperoach with our hybrid opproach. For
the experiment, the finoncial dofa of 2,400 Korean firms during the period 1994-1996 were selected, ond
for the validation, k-fold validation was used.
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[. Introduction

Evaluation of the business failure has been,
for a long time, a major preoccupation of
researchers and practitioners. Business failure
is a general term and, according to a wides-
pread definition, is the situation that a firm
cannot pay lenders, preferred stock share-
holders, suppliers, etc., or a bill is overdrawn,
or the firm is bankrupt according to the law.
All these situations result in a discontinuity
of the firm's operations. The number of failing
firms is an important indicator for the health
of the economy and it can be considered as
an index of the development and robustness
of the economy. Clearly, failure affects a firm's
entire existence and it has high cost to the
firm, the collaborators (firms and organizations),
the society and finally the country’s economy
[Warner, 1977].

The development and use of models, able
to predict failure in advance, can be very
important for firms in two different ways.
First, as "early warning systems", such models
can be very useful for those (i.e., managers,
authorities, etc.) who have to prevent failure.
Second, such models can be useful in aiding
decision-makers of financial institutions in charge
of evaluation and selection of the firms.

At the beginning, statistical methods such
as univariate statistical methods, multiple dis-
criminant analysis, linear probability models,
and logit and probit analysis have been mainly
used for business classification problems [Alt-
man, 1968; Altman et al., 1977; Collins & Green,
1972]. Later, the development and application
of artificial intelligence led some researchers
to employ inductive learning and neural networks

in business domain [Chung & Tam, 1992
Fletcher & Goss; 1993, Odom & Sharda, 1990;
Raghupathi et al, 1991; Salchen- berger et al,
1992; Tam & Kiang, 1992]. Many other methods
such as mudtiple criteria decision analysis(MCDA)
and rough set approach have been successfully
applied to real world classification problems
[Siegel et al, 1993; Slowinski & Zopounidis,
1995]. Rough set theory, introduced by Pawlak
[1982] and Pawlak et al.[1995] is a mathematical
tool to deal with vagueness and uncertainty
of information and proved to be an effective
tool for the analysis of financial information
system comprised of a set of objects (firms)
described by a set of multi-valued financial
ratios and qualitative variables.

The composite models of neural network and
rough set components, which take advantage
of each method’s generic characteristics, were
constructed to predict a sample of bank holding
patterns [Jelonek et al., 1995; Hashemi et al,,
1998). They used rough sets as a preprocessor
for neural network. Using sorting rules developed
by rough sets may lead to a burdensome
situation where a record does not match any
of the sorting or classification rules. On the
other hand, the neural network approach classifies
every object by its weighting mechanism,
although in a black box fashion. Jelonek et al.
employed 1-dimensional reduction (attribute
reduction) and Hashemi et al. employed 2-
dimensional reduction (attribute and object
reduction). After reduction of information system
(ie. decision table) they trained neural network
with the reduced information system. And then,
they applied the neural network to prediction.

In this paper, we propose a hybrid intelligent
system combining neural network and rough set
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approach. Rough set approach, by which redun-
dant attributes in multi-attribute information
system can be removed without any infor-
mation loss, is utilized as a preprocessor to
improve business prediction capability by neural
network. The streamlined information system
by rough set approach is fed into neural
network for training. At the prediction step,
we apply the rules developed by rough sets
first, and then we apply the neural network
to the objects that does not match any of the
rules. The effectiveness of our hybrid appro-
ach was verified with experiments that compared
traditional discriminant analysis and neural
network approach with the hybrid approach.

This paper is organized as follows. Section
2 describes classification techniques used in
previous researches concerned with our paper:
rough set theory and neural network. In sect-
ion 3, proposed data preprocessing algorithm
by rough set and hybrid models are de- scribed.
In section 4, we compare and analyze the results
of each model. In the last section, limitations
and further research issues are discussed.

II. Rough sets and neural
networks

A brief description of the neural network
model and the backpropagation algorithm is
presented here. More details can be found in
Hertz et al. [1991] and Wasserman [1989].

2.1 Rough sets

Pawlak [1982] first introduced rough set
theory. The philosophy of the method is based

on the assumption that with every object some
information (data, knowledge) can be associated.
Because of its simplicity and usefulness, rough
set approach has been applied in many domains.

Slowinski et al. [1997] applied the rough
set approach in a real problem considered by
a Greek bank which finances industrial and
commercial firms in Greece presenting a great
activity. The bank was interested in investing
its funds in the best and dynamic firms.
Slowinski & Zopounidis {1995] employed rough
set approach in business failure prediction.
They used 12 financial ratios and compared
rough set approach with statistical approaches.

The following is a brief review of rough
set theory

2.2.1. Information system

An information system is represented by
dtuple S=CU, @, V, o>, where [/ is a finite
set of objects, @ is a finite set of attributes,

V= V, and V, is a domain of the

=Q
attribute ¢, and p: Ux @—V is a total function
such that p(x, @)=V, for every ¢=Q, x= U,
called an information function.

Let P<@ and x, y=U. We say that x and
v are indiscernible by the set of attributes P
in Siff o(x, @) =p(y, @ for every g=P. Thus
every PS @ generates a binary relation on U
which will be called an indiscernibility relation,
denoted by IND( P). Obviously IND( P) is an
equivalence relation for any P. Equivalence
classes of IND( P) are called P-elementary sets
in S. The family of all equivalence classes of
relation IND( ) on U is denoted by U| IND
{ P) or, in short, U} P.
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Des,(X) denotes a description of P-elemen-

tary set Xe U| P in termsx of values of attri-
butes from P, ie.

Des,(X)={(q, v):p(x,q)=v,V2xeX, VqgeP}

2.2.2. Approximation of Sets
Let P<Q and YSU. The P-lower appro-
ximation of Y, denoted by PY, and the P

-upper approximation of Y, denoted by PY,
are defined as:

Py=UxXeU| PXZY)
pPY=UXeU| P-XNY#2)}

The P-boundary (doubtful region) of set ¥
is defined as

Bn,(Y)= PY— PY

Set PY is the set of all objects from U
which can be certainly classified as elements of
Y, employing the set of attributes P. Set PY
is the set of objects from { which can be
possibly classified as elements of ¥, using the
set of attributes P. The set Bn,(Y) is the set
of objects which cannot be certainly classified
to Y using the set of attributes P only.

With every set YS U, we can associate an
accuracy of approximation of set ¥ and P in

S, or in short, accuracy of Y, defined as:

_ _card( PY)
al V)= card(PY)

card means cardinality.

2.2.3 Approximation of a Partition of U

Let S be an information system, PSgQ),
and let ¥={Y, Y, .., Y,} be a partition of
U. The origin of this partition is independent
on attributes from P; it can follow from solving
a sorting problem by an expert. Subsets
Y;, i=1, ..., n, are categories of partition ¥.
By P-lower and P-upper approximation of ¥
in S we mean sets P¥={PY, PY,,..., PY,}

and P¥={PY, PY,,..., PY,}, respectively.

The coefficient

Z:‘ card(PY)
(8= card(U)

is called the quality of approximation of
partiion ¥ by set of attributes ¥, or in
short, quality of sorting. It expresses the ratio
of all P-correctly sorted objects to all objects
in the system.

2.2.4 Reduction of Attributes

We say that the set of attributes RS @Q
depends on the set of attributes PS@ in S
(denotation P—R) iff IND( P) <IND( R). Dis-
covering dependencies between attributes is of
primary importance in the rough set approach
to knowledge analysis.

Another important issue is that of attribute
reduction, in such a way that the reduced set
of attributes provides the same quality of sorting
as the original set of attributes. The minimal
subset RS PS @ such that yu( ¥)=yx(¥) is
called ¥-reduct of Plor, simply, reduct if
there is no ambiguity in the understanding of ¥)
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and denoted by REDy(P). Note that an
information system may have more than one
P-reduct. Intersection of all P-reducts is called
the ¥ore of P, ie. COREH{P)={\REDHP).

The core is a collection of the most signifi-
cant attributes in the system. It can also be
empty.

2.2.5 Decision Tables

An information system can be seen as a
decision table assuming that Q= CUD and
C\D= @, where C are called condition
attributes, and D, decision attributes. Decision
table S=<U, C,\UD, V, p> is deterministic
iff C—D; otherwise it is non-deterministic.
The deterministic decision table uniquely describes
the decisions to be made when some con-
ditions are satisfied. In the case of a non-
deterministic table, decisions are not uniquely
determined by the conditions. Instead, a
subset of decisions is defined which could be
taken under circumstances determined by
conditions.

From the decision table a set of decision
rules can be derived. Let U] IND(C) be a
family of all C-elementary sets called condition
classes, denoted by X; (i=1,...k, where k is the
number of /| IND( C)). Let, moreover, {J| IND
(D) be the family of all D-elementary sets called
decision classes, denoted by Y, (=1,...k, where
n is the number of U| IND( D)).

Desc( X )=Desp(Y;) is called the (C, D)
-decision rule. The rules are logical statements
‘if..then..” relating descriptions of condition
and decision classes. The set of decision rules
for each decision class Y, (j=1,..,n) is

denoted by {#,}. More precisely, {#;}={Desc(X;)
=Desy(Y): XY+, i=1,..,k Rule »;
is deterministic iff X,2V, and #»; is non-
deterministic otherwise.

Procedures for derivation of decision rules
from decision tables were presented by Boryczka
& Slowinski [1988], Slowinski & Stefanowski
[1992], Grzymala-Busse [1992], Siegel et al.
[1993] and Ziarko et al. [1993].

2.2.6 Decision support using decision rules

Decision rules derived from a decision table
can be used for recommendations concerning
new objects. Specifically, matching its description
to one of the decision rules can support the
classification of a new object. The matching
may lead to one of four situations [Slowinski
& Stefanowski, 1994}

(a) the new object matches one deterministic rule,

(b the new object matches more than one de-
terministic rules suggesting, however, the
same decision class,

(c) the new object matches one non-deterministic
rule or several rules suggesting different
decision classes,

(d) the new object does not match any of the
rules.

2.2 Neural networks

Neural network technology was developed
in an attempt to mimic the acquisition of
knowledge and organization skills of the human
brain. It offers significant support in terms of
organizing, classifying, and summarizing data. It

also helps to discern patterns among input

HoH M4z

Byl 27



0f

EMHHE

o

SEEED

[

5t

ol

0|23} QlZAIHY EftEHHE

= =4 o =

data, requires few assumptions, and achieves
a high degree of prediction accuracy. These
characteristics make neural network technology
a potentially promising alternative tool for
recognition, classification, and forecasting in
the area of finance, in terms of accuracy, adap-
tability, robustness, effectiveness, and efficiency.
Therefore, financial application areas that require
pattern matching, classification and prediction,
such as bankruptcy prediction, loan evaluation,
credit scoring, and bond rating, are fruitful
candidate areas for neural network technology.

2 Wi

X9 ____“’EN‘

X3 — w3 - X;
X4 ' Wi

<Figure 1> General symbol of PE (Processing Blement)

The individual computational units that make
up neural network are referred to as nodes,
units, or processing elements (PEs). <Figure 1>
shows general PE model. Each PE is numbered,
the one in the figure being the ; th. The PE
has many inputs, but has only a single output,
which can fan out to many other PEs in the
network. The input the 7 th PE receives from
the ; th PE is indicated as Ax]- (note that this

value is also the output of the ; th node,
just as the output generated by the / th node
is labeled x,). Each connection to the ; th PE
has associated with it a quantity called a
weight or connection strength. Weights are
adaptive coefficients within the network that
determine the intensity of the input signal
The weight on the connection from the ; th node

to the i the node is denoted w; Each PE

determines a net-input value net=2, w;, x;
based on all its input connections. Once the
net input is calculated, it is converted to an
activation value, by activation function, x=fi(ret;),
for the PE. Hard limit, threshold, and sigmoid
functions are used as activation function and
among them sigmoid function is most widely
used

The set of PEs which run simultaneously,
or in parallel, is called a layer and there are
input layer, output layer, and hidden layer(s).
<Figure 2> describes general neural network
having a hidden layer.

<Figure 2> Multi-layered Neural Network

Financial applications of neural networks
typically focus on pattern matching, classification
and forecasting. These functions include mort-
gage underwriting judgements [Collins etal,
1988], credit card fraud detection [Rochester,
1990], prediction of corporate bond ratings
[Dutta & Shekhar, 1988], and forecasting credit
card risk from customer applications [Trippi
& Turban, 1989]. Salchenberger etal. [1992] emp-
loyed a neural network model that processed
input data of financial ratios to discriminate
between healthy and failing financial institu-
tions. Similar studies with neural network for
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prediciting bankruptcy were conducted by
Messier & Hansen [1988] and Fleicher & Goss
[1993]. Tam & Kiang [1992] employed neural
networks to predict cases of bank failure in
Texas, and Altman et al[1994] used neural
network for the prediction of failure of Italian
firms, providing encouraging results, comparable
to those of discrinimant analysis models.

. Research model development

3.1 Rough set data preprocessing

In the process of rough set data analysis,
attributes can be reduced, which implies that
some redundant attributes that do not play
any role in distinguishing an object from the
others, can be eliminated without any infor-
mation loss. And the final result to which
rough set approaches direct is the production
rule that is capable of predicting newly gathered
data. Recently, a new trial of combining rough
set and neural network was suggested by
Jelonek et al. [1995]. In the conclusion of that
paper the authors say: Rough set based reduction
of data representation appears to cooperate
well with backpropagation-learned neural networks
due to the fact that attribute reduction by
rough set approach is helpful for reducing the
input variables for neural network approach.

This paper employs 2D (2-dimensional)-redu-
ction data-preprocessing algorithm. The name
2D implies that information system is reduced
both horizontally and vertically. Horizontal
reduction is, in other words, attribute reduction.
The reduced set of attributes provides the
same quality of sorting as the original set of

attributes. Vertical reduction is the reduction
of conflicting objects that can result in deterio-
ration of accuracy of neural network. Hashemi
et al. [1998] also employed vertical reduction,
but they removed redundant objects only. They
defined the redundant objects as those with
same attribute values and same decision value:
for two objects, x; and x;, (a;=a) (d;=d)
= (x;=x;).

From the viewpoint of neural network,
conflicting objects are noises. With same
inputs but different outputs, neural network
cannot decide which to return for an output.
It's the power game of conflicting objects that
decide the output. That is, if there are more
objects with "failed" output than the objects
with "not failed” output, then neural network
will return “failed". If the numbers of conflic-
ting objects are equal then the output of neural
network does not have any meaning. In other
words, after the reduction of redundant objects,
the conflicting objects do not have any effect
on neural network training. Thus, we removed
the conflicting objects.

3.3.1 Horizontal Reduction
Find minimal subset RS such that y,(7Y),
= y( V) in other words, RED (). RED Q)

will be the reduced attribute set with which
the neural network will be trained

3.3.2 Vertical Reduction
Let x;, x,2 BNg(Y) (R is REDAQ). f a,=a;
and d#d; for the set of two objects x; x;

we call them conflicting pair. Repeat removal
of conflicting pairs until there is none left.
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3.2 The hybrid models

Hybrid model proposed in this paper is
composed of rough set component and neural
network component. By rough set, some rules
are extracted from the information system Using
rough set tool, we can discover knowledge in
two kinds of rules: deterministic and non-
deterministic. Usually, the rules generated by
rough set approach fail to predict newly entered
object because of non-deterministic rules. To
handle this situation, some researchers reported
that reduced data set (horizontally or vertically)

is fed into neural network for complementing
the limitation of rough set, which finally
produces full prediction of new case data.

In this study, we tested two possible hybrid
models. Rough set component combined with
neural network trained only with horizontally
reduced information system is one and rough
set and neural network trained with 2D reduced
information system is the other. We named
the former Hybrid model I, and the latter
Hybrid model II. These two hybrid models
will be compared with traditional discriminant
analysis model and neural network model.

Rough Set Data
Analysis

Original 1S(Information System)

Attribute
Reduction

=

Object

Reduction

Rule
Generation

Horizontally reduced IS

RNN1

Training

2D reduced IS

Training

=D

a. Reduction, rule generation and neural network training

RNN1

—» (]

w object to predict
C—TT1T"11
>

> Qe ) (o]

Hybrid Model I

Hybrid Model

RNN2

— [ ]

b. Hybrid models

<Figure 3> Hybrid models
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<Figure 3> shows the configuration of the
Hybrid model I and II. First, original infor-
mation system enters the rough set component.
Through attribute reduction, rough set com-
ponent produces horizontally reduced information
system. And then rules are generated based on
reduced attributes and neural network is trained
with horizontally reduced information system.

When a new object enters the system, the
system first finds whether there is a rule that
matches the object. If there is a rule that
matches, follow the rule. In case of no match,
the object is sent to neural network compo-
nent, and neural network classifies it. The
only difference between Hybrid model I and
I is the training set of neural network. In
Hybrid model 1I vertical reduction is added
and 2D-reduced information system is used as
a training set of neural network. Hybrid model
I manages conflicting data by vertical reduction
and resulting 2D-reduced information system
is consistent.

IV. Experiment

4.1 Research data

For the experiment, the financial data of
Korean companies from 19% to 19% were selected.
We avoided using data of the current economic
crisis because the business environments in
this crisis are quite different from usual business
environments before the crisis and this would
make our samples biased to the special case.
After the crisis many companies went bank-
rupt. That wouldnt happen if it were not the
period of special crisis. Sample data were
drawn randomly from the list of companies

which a credit research company, KIS (Korea
Information Service), has. The sample data
sets consist of the equal number of healthy
and failed cases. 2,400 companies (1,200 of
healthy firms and 1,200 of failed firms) from
various industries and of various size were
used, excluding financial industry. Financial
industry was excluded because the variables
we used are not adequate to indicate the
state of financial industry. We defined a
dishonored company as a failed company and
a company with high enough credit score to
be. classified as investment possible as a
healthy one. Financial ratios we used were
gathered one year before the firm was classi-
fied. In other words, when a company received
investment possible credit level in a certain
year, this company is classified as a healthy
one and financial data one year before are used.
The variable set considered in this paper is

comprised of 8 financial ratios such as, A,
(net income to total asset), A,(net income to
sales), Aj(owner’s equity to total asset), A,

(total borrowings and bonds payable to total
asset), As(net working capital to total asset),

Ag (cash flow to total liability), A,(iventory
turmover), and Ag(current asset to current

liability). The selection of the financial ratios
is based upon two main characteristics: their
usefulness in previous studies [Altman, 1968;
Beaver, 1966; Gilbert, 1990; Keasey et al,
1990; Lee et al., 1996; Odom & Sharda, 1989;
Raghupathi et al, 1991], and the experiences
from past decisions, the knowledge and the
preferences of financing experts.

As rough set approach is concerned with
discrete values, we have to transform quanti-

H9A 4%
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<Table 1> The definition of norms for quantitative attributes

A, Below 0 ©0.2] 5] Over 5

A, Below 0 02] (29] Over 5

As Below 0 (0,101 (10,20] (20,33.3] Over 333

A, Over 100 (66.7,100] (33.3,66.7] Below 333

Ag Below 0 (0,0.33] (0.331] (1,10) Over 10

Ag Below 1 or Over 10| (-1-05][L10) | (05-02,0051) | (020[0.205) 1(002)

A, Below 5 (5,10] (10,15] (15,20] Over 20

Ag Below 80 (80,100] (100,120] (120,150] Over 150
tative attributes into qualitative terms according Ordinary neural network was denoted by

to some norms following from the financial
manager’s experience and some standards of
the corporate financial analysis.

The use of norms translating the quantitative
attributes into qualitative terms is not imposed
by the rough set approach but by a practical
interpretation of the qualitative attributes. Even
if an attribute represents a continuous measure,
such as financial ratios, or blood pressure in
medicine, the expert usually interprets the
values of this attribute in qualitative terms,
ie. low, medium or high. The norms used for
this interpretation come from tradition, habits
or convention. As they are consequently used
from the beginning of problem setting until
final explanation of decision rules, they do
not falsify the original image of the decision
situation. The result of using the norms and
the codes for translation of the original infor-
mation system, one obtains the coded infor-
mation system presented in <Table 1>.

4.2 Neural network configuration

In experiment, we used 3 neural networks.

NN. Neural network trained with horizontally
reduced information system denoted by RNN1
(for Hybrid Model ). Neural network trained
with horizontally and vertically reduced infor-
mation system denoted by RNN2 (for Hybrid
Model II). The network structure of NN was
8-5-1 for input layer, hidden layer and output
layer respectively. Both RNN1 and RNN2 had
431 structure. NN, RNN1, RNN2 used sigmoid
function for activation and backpropagation
algorithm for learning.

Rough set analysis part of the experiment
was performed with program we developed
in JAVA. We used NeuroShell 2 release 3.0 for
neural network and SPSS for statistical tests.

4.3 Experiment and results

4.3.1 K-Fold Cross Validation

A more reliable approach is to use a resamp-
ling method, such as k-fold cross validation
or bootstrapping. In the test, we used the special
case of the k-fold cross-validation method
with k=12, With 2,400 test cases, 12 repeti-
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tions were used. In each repetition 2,200 cases
were used for the training set and 200 cases
as a holdout set for testing. Holdout sets were
selected so that their union over all repetitions
was the entire training set. In this way every
case was guaranteed to participate in training
and testing.

For the comparison between methodologies,
we separated holdout sample into two groups,
after rough set analysis was finished and
rules were generated. We classified cases that
matched sorting rule into Group I and the other
Group [I. In other words, Group I was group
of cases that have matching rules and Group
Il was group of cases that do not have matching
rules. Group II cases had no matching rule,
thus they needed neural network component to
classify them.

<Table 2> shows the results after rough set
analysis was performed. As we can see, in 12
experiments we obtained one minimal reduct

<Table 2> Results after Rough set data analysis

{A, As Ag Ag). This minimal reduct is the
result of horizontal reduction.

The column named Group I shows ratio of cases
that have a matching rule. In the experiment,
89% of healthy firms and 81% of failed firms
in the holdout sample were classified as
Group I.

DR objects the
percentage of reduced object after vertical

reduced column shows

reduction,

After rough set analysis was finished and
holdout sample was separated into two
groups, we tested performance of each me-
thodology. First, five methods were tested
with Group 1 holdout sample. Next, four methods
except rule method were tested with Group
[ sample. Because cases in Group [I have
no matching rule, rules cannot classify them.
<Table 3> shows Group [ hit ratios of each
method and <Table 4> shows Group II hit
ratios.

1 {Ay, As, Ao, As) 0.897 0.731 0.89 0.81 011
2 {As, As, As, As) 0.895 0.693 09 0.82 0.1 )
3 {As, As, As, As) 0.903 0.784 0.85 071 015 0.29
- 4 {As, As, As, As} 09 0.768 0.87 0.73 0.13 027
5 {As, As, As, As) 0.891 0.692 092 0.89 0.08 011
6 {As, As, As, Ag} 0.8% 0.703 0.94 085 0.07 0.14
7 {Ay, As, As, As) 09 0.773 0.86 0.76 0.14 0.24
B 8 {As, As, Ao, Ag) 0.898 0.729 09 0.77 011 0.22
9 {As, As, As, As) 0.895 0.749 0.92 0.82 0.1 0.16
10 {Ay As, As, As) 0.894 0.756 091 0.84 01 015
11 {Ay, As, As, Ag) 0.895 0.706 093 0.84 0.08 0.15
12 {Ay, As, A, As) 0.897 0.744 0.89 0.8 011 02

DR : Doubtful Region, H: Healthy, F: Failed
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<Table 3> Hit ratios of methods in Group | holdout subset in percent

1 95.5 97.5 674 889 831 864 88.8 926 888 926
2 9.6 97.6 733 89.0 833 878 86.7 9.1 87.8 95.1
3 95.3 95.8 682 859 84.7 83.1 87.1 9.8 85.9 95.8
4 95.4 959 69.0 87.7 81.6 87.7 874 94.5 874 9.9
5 9.5 96.6 69.6 91.0 859 854 848 9.6 859 96.6
6 95.7 96.5 755 894 85.1 871 86.2 91.8 86.2 929
7 9.5 9%.1 69.8 85.5 83.7 86.8 814 9.1 814 9.1
8 95.6 974 70.0 88.3 822 88.3 86.7 94.8 86.7 94.8
9 9.7 96.3 728 89.0 859 829 826 9.7 83.7 92.7
10 94.5 9.4 714 90.5 813 85.7 85.7 89.3 85.7 90.5
11 9%.7 %.4 68.8 88.1 839 84.5 88.2 9.2 882 95.2
12 94.4 97.5 66.3 86.3 80.9 87.5 843 925 84.3 93.8
Avg, 95.3 9.7 70.2 88.4 835 86.1 85.8 93.8 86.0 94.3
Overall Avg. 95.9 78.8 84.7 89.5 89.9

<Table 4> Hi

1 727 84.2 81.8 84.2 81.8 9.7 81.8 94.7
2 60.0 833 80.0 88.9 80.0 944 80.0 944
3 66.7 89.7 80.0 86.2 86.7 9.1 86.7 B1
4 69.2 83.9 76.9 92.6 84.6 88.9 84.6 92.6
5 62.5 90.9 75.0 81.8 87.5 818 87.5 81.8
6 714 85.7 85.7 85.7 85.7 929 85.7 929
7 643 83.3 78.6 83.3 78.6 91.7 78.6 91.7
8 72.7 86.4 81.8 86.4 90.9 95.5 90.9 95.5
9 60.0 81.3 80.0 87.5 80.0 93.8 80.0 B8
10 700 86.7 80.0 80.0 80.0 86.7 80.0 86.7
1 75.0 73.3 87.5 86.7 87.5 93.3 87.5 833
12 63.6 80.0 81.8 85.0 818 90.0 81.8 90.0
Average 67.2 84.8 80.5 86.1 83.6 91.7 83.6 922
Overall Avg. 785 841 88.8 89.1
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<Table 5> Hit ratios of models

1 0.780 0.845 0.905 0.905 0.946798 0.946879
2 0.800 0.855 0.905 0.910 0.946778 0.948878
3 0.775 0.840 0.910 0.905 0.943294 0.940529
4 0.785 0.850 0.900 0.910 0.938218 0.947418
5 0.800 0.850 0.900 0.905 0.925978 0916271
6 0.820 0.860 0.890 0.895 0.951915 0.940268
7 0.770 0.845 0.880 0.880 0.946744 0.949386
8 0.790 0.850 0.910 0.910 0.952889 0.955592
9 0.795 0.845 0.875 0.880 0.947174 0.946853
10 0.805 0.830 0.870 0.875 0.931923 0.949974
11 0.775 0.845 0915 0.915 0.951935 0.942051
12 0.755 0.840 0.880 0.885 0.932528 0.937074
Average 0.7875 0.84625 0.895 0.897917 0.943015 0943431

<Table 6> Paired t-test of methods (Group 1)

DA 1166 (.000) 352 (000) | <1517 (000) 28,68 (.000)
NN 210,88 (000) 990 (000) -12.92 (.000)
RNN1 244 (017) 21413 (000)
RNN2 1451 (000)

After testing each methodology, we calculated
performance of prediction models. These models
were discriminant analysis model (DA), neural . vaie (sig)
network model (NN), neural network trained DA | -443 (.001)

<Table 7> Paired t-test of methods (Group )

856 (000) | 925 (000)

with horizontally reduced information system NN -7.33 (000) | 932 (.000)
(RNN1), neural network trained with horizontally RNNI -1.00 (169)

and vertically reduced information system

(RNN2), Hybrid model 1, and Hybrid model II. Six prediction models performances are also

compared. Hybrid model 1 and Hybrid model
4.5 Analysis of the results I outperform the others, but the performance

difference between hybrid models was statis-

We can see that rule performs best in
classifying Group I samples. And we can see
also that RNN2 outperforms RNN1. In Group
IT test, RNN2 outperforms the others.

tically insignificant. That means we carnot say that
Hybrid model TT is better than Hybrid model 1.

<Figure 4> shows hit ratios of each methods
tested with Group I holdout sample. We can
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<Table 8> Paired t-test of models

DA -12.63 (.000) -15.12 (.000) -16.77 (.000) -27.98 (.000) -27.98 (.000)
NN -11.92 (.000) -1454 (.000) 37.89 (.000) 3951 (.000)
RNN1 255 (014) 11.34 (.000) 11.62 (.000)
RNN2 10.79 (.000) 11.25 (.000)
HYBRID 1 -1.00 (170)

Hit ratios

DA NN RNN1  RNN2 RULE

method

<Figure 4> Hit ratios of methods (Group [)

Hit ratios

DA NN RNN1 RNN2

method

<Figure 5> Hit ratios of methods (Group 1)

Hit ratios

NN BNNT RNN2 HI - HI
Mode!

<Figure 6> Hit ratios of models

see Rule outperform the others. <Figure 5>
shows hit ratios of methods tested with
Group II holdout sample. Because Group I
holdout sample cannot be classified by Rule,
Rule is excluded in the graph.

V. Conclusions

The experiment results show the effectiveness
of rough set approach as a data preprocessor
for neural network. We proposed 2D-reduction
algorithm and proved its usefulness. Horizontal
reduction reduced attributes and vertical redu-
ction reduced conflicting objects. The reduction
of information system has a great meaning
for neural network in that reduction of attributes
prevents overfitting problem and saves training
time. Further, removing conflicting objects and
train neural network with consistent cases can
bring performance improvement as well as
reduction of training time.

Proposed hybrid models were proven to
outperform discriminant analysis model and
neural network models. In comparison between
Hybrid model I and Hybrid model TI, the
experiment results could not show that the
Hybrid model II performed better than Hybrid
model 1. This was because both models used
same rule set generated by rough set analysis,
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and this rule component covered rather large
part compared to neural network component.
In our research model, firms of various indu-
stries and different size were mixed in case
data set, so we neglected the difference among
industries and difference in the sizes of com-
panies. Further, in generating rules, we strictly
applied rough set theory, so there existed a

possibility that rule could not be generated
because of just a few extraordinary objects.
With more work in dealing with doubtful
region we may discover more valuable know-
ledge. For example, we can make some rules
in rough set module such that if the percen-
tage of conflicting object is less than 5%, we can
ignore them and generate rule from those objects.
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