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|. Introduction

A vpersistent theme in planning involves understanding
the influence of the community, or more generally, the
social context on individual behavior. Although theoretical
interest in the problem has been long standing, the
statistical tools to address them properly have been found
in years. The statistical complications stem from the
hierarchical or nested structure of the requisite data, Le.,
individual observations are organized into larger units or
clusters, which, in turn, may be grouped into still larger
units.  Since observations from the same group tend to be
more alike than observations from different groups, the
classical assumption of independence between observations
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is likely to be violated.

Hierarchical structure of data is particularly clear in
many social and geographical analyses. Examples of such
systems include housing units, administrative units such as,
provinces, cities, counties, etc. The recognition of scientific
concerns with multi-dimensional orientation and the
conception of hierarchically organized data imply that we
should take that dimension into account when we analyze
data. Despite the prevalence of these concerns, however,
past studies have often failed to address them adequately
in the data analysis.

This paper considers aspects of the specification and
estimation of multi-level logit model particularly focused on
the hypothesis that the hyper-level residual is zero, which
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has not yet been cultivated in the literature. We start
with an overview of the special problems encountered
when analyzing grouped data in Section II. In section I,
we introduce the random coefficient linear model and its
extension to hbinary response data, along with the
specification of a new statistic for the calculation of
hyper-level expectation in the multi-level logit model.
After explaining data and variables in Section IV, Section
V and VI summarize interpretations and conclusions.

[I. Theoretical Concerns

Three most important concepts——cross-level inference,
spatial heterogeneity, and spatial dependency--disregarded
n the existing literature are discussed in this section.
interactions  between

Cross-level  inferences are

explanatory variables defined at different levels of the
hierarchy (Hox and Kreft, 1994).
different levels are analyzed at one single level, it becomes

When variables from

an important problem to identify the proper level to which
all variables must be aggregated or disaggregated for
statistical analysis. There is the possibility of committing
a fallacy in analyzing data at one level and making
inferences to another level when the researcher interprets
results. This fallacy is best represented by the well-known
"ecological fallacy’ (Robinson, 1950) and 'atomistic fallacy’
(Alker, 1969).

Spatial heterogeneity A model takes on its operational
form when it is applied to any specific real world context.
If the realizations of a model in widely different contexts
are identical, then the model is independent of geographical
situation. In contrast, a model is contextually dependent if
its realization varies in different operational geographies.
For example, housing is, in general, characterized by
surmounting geographic contrasts, making knowledge of
spatial differences essential for understanding housing
dynamics.  Thus the individual behavior of residential
choice shows quite different responses depending upon
particular local housing market conditions (Timmermans
and Noortwijk, 1995).

Spatial dependency In general, cbservations within a

group that are close in space are expected to be more

similar than observations in distant groups (Anselin,
1988,1992). In general, groups are rarely formed at random
but rather on the basis of some homogeneity (Blalock,
1984). Ignoring the values of group similarity (intraclass
correlations) leads to Type 1 errors that are much larger
than the nominal significance level (Hox and Kreft, 1994).
This is particularly so considering the discrete spatial
distribution of local housing markets. It can be easily
anticipated that individuals who live in the same
geographic area are more likely to be alike, in some way,
than people in the other geographic areas. Moreover, with
hierarchically structured data sets such as houses nested in
areas, the characteristics of the dependency is expected as
“the norm” (Jones and Bullen., 1994).

Multi-level modeling addresses precisely these concerns.
Instead of reducing the world to one fixed equation, it
recognizes that there are different relationships for different
places or contexts. The next section draws a
methodological procedure encapsulating these theoretical
concermns.

[Il. Methodological Concerns

I-1. Random Coefficient Linear Model

Provided we have two levels of observation, the
household (micro) level and the MSA (macro) level. We
hypothesize that the micro values of the response variable
in some way depend on each MSA and that the effects
of the micro determinants may vary systematically as a
function of idiosyncratic MSA characteristics. Without
individual subscript for the convenience, suppose there are
n; —element household level dependent variable vector y;

, regressor matrix X; defined by m groups (j=1 to m)

of MSAs and p household level regressors (s=1 to p)

with the total number of observations N= I;Znn,- . Define
a household level equation identically for each MSA:
yi= Xj ﬂ,'l‘ € (1)

where A i1s a pX1 vector of unknown regression

parameter,j=1,---.] macro level units and MSAs are free to
have different numbers of individual observations.
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Assuming € ; are independently distributed as M0;, 23).

If we assume 2,,=¢?I that is, independent and
constant-variance observations, then equation (1) is a
standard linear model. Because equation (1) poses no
unusual estimation or computation problems, the fixed
effects regression model has been used frequently in
multilevel situation (Kallan, 1993; Lee et al., 1395).

A more realistic model can be explored by letting each
intercept and slope vary in the MSA level, termed a

random coefficlent model.  Assuming S; is a random

normal, 8;~ N,(8, &)

uncorrelated with ¢, , this is equivalent to the random

sample from a multivariate

coefficient model

yi=X;B+Z;vi+ ¢ 2)

where the matrix Z; are stacked by selection of certain
interests of variables (columns of X; - eg., tenure and
housing vintage in model 7) and y;= 8;— B is the vector
of deviations of the regression coefficients B; from the
their expectation B In this case, the matrix Z contains
the intercept(=1) as its first column and its variance is
presented by 62, . We also denote o> corresponding to
household level intercept variance term.

Let wvar{y)=5, and vare)=d*I and covly, &) =0,
so that E(y)=XA and the variance of y has the
following structure:

X\ EX,+ &1 1] 0 0

0 XyEX,+ d*I 0 0

2 0 0 0
0 0 0 X,5X;+dI

Among the various forms of the covariance structure of
Z (Jennrich et al, 1986; Littell et al, 1996), we adopt a
banded main diagonal covariance structure where needed.
This covariance structure is relevant in our study in that
we are interested in the variation of tenure and housing
age which are specified as categorical variables in the
empirical models.  Jennrich and Schluchter (1986) proved
that the covariance structure work quite well in their

simulation study.

Two special cases from the model (2) are worthy of
attention and correspond to the analysis of our study. A
random effects analysis of variance model (ANOVA)
empirically first drawn by Moellering and Tobler (1972), is
obtained by setting to zero all of the coefficients of X,
and Z; except both levels of intercepts:

v;= B+ v+ € 4)

where $; is a constant term indicating the grand mean
of v as is shown in model 1, 2, and 8 in this paper .
This model includes no capacity for explaining variability
in y; at either the household or MSA level, but it does
include two sources of random variability in ;.

Another important case where only Z; is a vector of
ones, so called random intercept model (Bryk et al., 1992)
has the following form:

L vi= X;B+ vt g (5)

This model depicts a picture as a series of parallel lines
with the same fixed slope but varying intercepts
( B+ 7). Because of the computational efficiency, many

applied researchers adopt this model (Ward and Dale, 1992
Duncan et al., 1993; O'Campo et al,, 1995).

I1I-2. Random Coefficient Logit Model

We now consider the case where y is a vector of
binary outcome that corresponds to our interest. We
follow the general procedure as in Longford (1993) and
Wolfinger and O'Connell (1993). In this study, we assume
7=12,---100 as a MSA level random sample with
household level units =1,2,--, n;, We use 7= logi(y)
as the canonical link where y is the MSA-level
components of the random vector. Thus probability of
outcome

yi= Prob(y;=1)=p
ri= Prob(y;=0)=1-—p

is related to the linear predictor by the logit link
n— lo, T_%):X,,B+ Z,’,‘ 7 (6)

assuming that y; has a multivariate normal density with
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E(y)=0 and var(y)=F as in (3. We further
assume that the households within MSAs are conditionally
independent, given the random vectory; , then the

unrestricted log-likelihood related to v is
L, 2| 9 =og [ [ P(r)0(rpdr; (D

where @(y) is the density of the multivariate standard
normal distribution and

likelihood for MSA ;.  Because restricted maximum
likelihood (MLR) is ’statistically sound’ (Dempster et al,
1981) and less biased than unrestricted maximum likelihood
(MLU) estimates (Wong and Mason, 1985) as in (7), we
MLR can be

P;(y) is the conditional

adopt MLR throughout the analyses.
specified as

Lyr= Lyt [ - _% log{det{ X Z_IX)}] (8)

where Ly is defined by (7) and 2. is the variance

of vy as in (3). Whole estimation procedures are carried
out by a %GLIMMIX macro function recently developed by

Table 1. Variables and Descriptive Statistics

SAS (Littell et al, 199).
numerically intractable, and so we adopts restricted
pseudo-likelihood (REPL) as its approximation (for details,
see Wolfinger and O'Connell, 1993). Among the several

However, Equation (8) is

options in SAS for numerical integration, we adopt
Newton-Raphson algorithm that is believed to be very
rapid for well-identified models (Longford, 1993).

II-3. Computation of Hyper-Level Expectation in Random
Coefficient Logit Model

Unlike the multilevel linear model as in (2), the
muitilevel logit model connected to canonical binomial link
as in Equation (12) is immune to household level
assumption of E(e)=0, however, we need to test the
assumption of MSA level error distribution E(y)=0.
The statistic for this test is given by (Goldstein, 1987) and
the form

3’;':[{( Zi aii)/ ”i}x{ 7 ?7, }]*'(";'03+ Bez)y 9

. . Total HHs

Variable Description Mean or % D
Dep. Var. Moved during the last 15 months period 20
Same house during the last 15 months period 80

Ind. Vars.

RACE Other races(1) 24
NH White(0) 76
TENURE Renter(1) 37
Owner(0) 63

HINC Deviation from mean household income divided by1000 42 38

HINCSQ Square of HINC 3231 8594

AGE Deviation from mean age 48 17

AGESQ Square of AGE 2621 1807

HHSIZE Deviation from mean household size 3 15

HSIZESQ Square of HHSIZE 9 115
FAMTYPE Non-married, Divorced, Separated, others (1) 45
Married couple (0) 5
PREVMIG agopgzlxge of birth is different from the residence of 5 years 23
If place of birth is the same as the residence of 5 years ago (0) 77
VINT_80 Housing built in the 1980s 19
VINT_70 Housing built in the 1970s 20
Housing built in the 1960s (omitted reference  group) 44
VINT P60 Housing built in the pre-1960 17
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where g; is composite residuals calculated by Equation (6) of binary logit model, the composite residual
substracting model estimates of y; from observed v; , #; becor?es )
is MSA level units, @," is an estimated variance at the Ql’{zi{(i’;:eeﬁ ((‘;i, /'%;:2 %’/’}))}5}_] 10
MSA Jevel, and ?752 is an estimated variance at the
household level. Equation (9) is made for multilevel linear V. Data and Variables
model, so a new statistic which fits for multi-level logit
model must be adopted. Once the individual characteristics Data used in the analysis are drawn from the 1990 US.
of the households have been taken into account, the decennial census of population and housing, specifically the
MSA-level residuals can be seen as estimates of the Public Use Microdata Sample (PUMS) file A, which is a
remaining  differences between the MSAs. In case of 5% sample of all households in the U.S. Because of the
Table 2. Summary of Two-Level Random Coefficient Models
Model 1 Model 2 Model 3 Model 4 Model 5
Coeff. Coeff. Coeff. Coeff. Coeff.
FIXED  Household
INTERCEPT  -1.3773%#x ~1.3774%x% -3.0407**x -3.0415%%x* ~3.0099x*
RACE 0.0290 0.0301 0.0343
TENURE 1.331 4% 1.3323%xx 1.3801
HINC ~0.0023#* -0.0023#xx ~0.0023%#x
HINCSQ 0.0000%*x 0.0000#+x* 0.0000%x*
AGE -0.0500+4*x* =0.0500%4xx* ~0.0500%*x
AGESQ 0.0008x* 0.0008x*x 0.0008%*
HHSIZE -0.0664**+* -0.0664** -0.0637++*
HSIZESQ 0.0070+ 0.0070%* 0.0065*
FAMTYPE 0.1356%*x 0.1361 k%% 0.1361#*+*
PREVMIG 1.0501 %% 1.0499x#x 1.0555%**
VINT_80 ' 0.6764%*+ 0.6754%x* 0.6798+x*
VINT_70 0.1404#*+ 0.1395% % 0.1326%x=
VINT_P60 -0.1525%x* -0.1509%*x* -0.1325%*x
RANDOM Household
INTERCEPT  1.0000 0.9938x#x 1.0000 0.911 1% 0.8693#
MSA
INTERCEPT  0.1260+x* 0.1259#x%x* 0.0433#*x 0.0460%** 0.0156%
TENURE 0.0755%#+
VINT_80 0.0750%**
VINT_70 0.0069
VINT)P60 0.0100
Deviance 43,054 43,054 31,942 31,934 31,701

Model 1: two-level null model (intercept only). assuming binomial level 1 variance.

Model 2: as Model 1, but unconstrained level-1 variance.

Model 3: as Model 1, but includes individual-level explanatory variables.

Model 4: as Model 3, but unconstrained level-1 variance.

Model 5: as Model 4, but with two random parts in which the relationship with tenure and housing vintage
is random between MSAs.

xx% Asymptotic t-test or Z-test significant at the 0.01 level.

** Asymptotic t-test or Z-test significant at the 0.05 level.

* Asymptotic t-test or Z-test significant at the 0.10 level.
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Figure 1. Model Diagnostics for Equation (10)
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great size of this sample, multivariate models are estimated
with a sub-sample of the PUMS-A file, amounting to a
1-in-1000 sample. We have extracted data for the 100
largest metropolitan areas (MSA or PMSA). This number
is large enough for us to adequately evaluate the
metropolitan-level effects.

A series of household-level and metropolitan-level
variables (income, age, household size) and their square
The three
continuous variables deviated around their mean for the

terms were were selected for this study.

sample. This ‘centering’ schema has several advantages
particularly in the multi-level modeling (see Bryk and
Raudenbush 1992; Kreft et al, 1995). We provide detailed
descriptions for the variables of this study in Table 1.

V. Results

The results of this operation are shown in Figure 1.
Combining owners and renters, the overall expected
mobility rates in each area can also be generated. Figure
1-a plots the expected mobility rate versus the observed
for each metropolitan area, as computed from Models 2, 4
and 5. The correspondence hetween expected and actual
mobility rates is very close (r=0.99). We note, however,
that high mobility areas tend to be under-predicted while
low mobility areas are over-predicted. The right hand
side of Figure 1-b shows that MSA-level residual
distribution called ’shrunken residual’ (Goldstein, 1995) is
quite well-behaved in our models satisfying the assumption
of E(»»p=0 . As expected, Model 3 equipped with the

shrunken estimates 7; generates a much better fit, as

shown by the mean residual of 0 and the lower standard
deviation.

VI. Conclusion

Even though most regional data contain information on
group membership, this information is often poorly used.
Group variables are often entered indiscriminately into the
analysis along with individual variables, or group
information is simply ignored. Our example highlights
features of analysis using multi-level model, and how
analysis by more traditional regression models can lead to
hiased estimates of uncertainty and different conclusions.
As demonstrated, multi-level model provides a powerful
tool for analysis of grouped data where the number of
individuals within groups varies.

A hjerarchical logistic regression model is proposed for
studying data with group structure and a binary response
variable. The group structure is defined by the presence of
micro  observations embedded within groups (macro
observations), and the specification is at both of these
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levels. While hyper-level expectation term or computation
of macro-level residual in multi-level analysis has been
ignored, the present study provides a new statistic that
handles the caveat.

The statistic has been behaved particularly well. 1t is
our hope that, by using the statistic, researchers will find
more realistic results.
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