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ABSTRACT

In this paper, a new cluster validation index which is heuristic but able to eliminate the monotonically
decreasing tendency occurring in which the number of cluster ¢ gets very large and close to the number of
data points 1 is proposed. We review the FCM algorithm and some conventional cluster validity criteria,
discuss on the limiting behavior of the proposed validity index, and provide some numerical examples
showing the effectiveness of the proposed cluster validity index.

1. Introduction

Since Zadeh's formulation of fuzzy set theory, many
fuzzy set-based approaches to fields such as control,
pattern recognition, decision making, and clustering
have been developed and applied to systems with
uncertainty, The basic idea of these approaches is to
represent the uncertainty of the given systems by means
of fuzzy rules and their membership functions defined
over appropriate discourses. One of the most prominent
applications of it may be a fuzzy logic-based modeling
by means of fuzzy clustering [10].

Cluster analysis is to place elements into groups or
clusters suggested by a given data setX={x, *--, x,} C
R? which are n points in the p-dimensional space for
summarizing data or finding “natural’ or “real”
substructures in the data set. The Fuzzy C-Means
(FCM) algorithm [1] and its derivatives based on the
possibilistic approach [3,4] for the cluster analysis have
been the dominant approaches in both theory and
practical  applications of fuzzy techniques to
unsupervised classification for the last two decades.

As pointed out in the literature of Milligan [2], a
cluster analysis will not only refer to clustering
methods such as the FCM and the possibilistic
approach but also to the overall sequence of steps such
as clustering elements, clustering variables, variable
standardization, measure of association, number of
clusters, interpretation, testing, and replication. In
recent years, many literatures have paid a great deal of
attention to cluster validity issues and many functionals
have been proposed for validation of partitions of data
produced by the FCM algorithm [5-9]. According to the
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Pal and Bezdek's analysis [9], the Fukuyama-Sugeno
index [6] is sensitive to both high and low values of the
weighting exponent m and may be unreliable because of
this. The Xie-Beni index provided the best response
over a wide range of choices for the number of clusters,
(2-10), and for the weighting exponent m from 1.01-7.
On the basis of their analysis, they suggested that the
best choice for the weighting exponent m may be
probably in the interval [1.5, 2.5], whose mean and
midpoint, m =2, have often been the preferred choice
for many users of the FCM.

However, the Xie-Beni index vy has a flaw that is
monotonically decreasing when the number of cluster
¢ gets very large and close to the number of data
points n. Xie and Beni suggested that an ad hoc
punishing function should be imposed to eliminate the
monotonically decreasing tendency, but not discussed
how to choose the function. It is highly recommended
to impose a punishing function, which is a function of
the number of cluster, to eliminate the monotonically
decreasing tendency of the cluster validation indexes as
like as the statistical model selection criteria do.

In this paper, we propose a new cluster validity index,
which is an extension of the Xie-Beni index vy, with a
term of a punishing function to overcome the problem
of the monotonically decreasing tendency of the
conventional cluster validity indexes. The proposed
index has a property to be able to eliminate the
decreasing tendency occurring in which the number of
cluster ¢ gets very large and close to the number of data
points n.

This paper is organized as follows. In section 2, we
review the FCM algorithm and some cluster validity
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criteria, and present a new cluster validity index.
Section 3 describes some numerical examples showing
the effectiveness of the presented cluster validity
measure. '

2. Fuzzy c-means algorithm and
cluster validity

The FCM algorithm is a constrained optimization
problem which minimizes the following objective
function with respect to membership functions u; and
cluster centroid v,

JUV:X) = ZZH ”r )

j=1i=

i

where U=[u,;] is a ¢ x n matrix, ¢ is the number of
clusters, n is the number of data points, satisfying the
conditions in (2),

Mfi‘n = {UG Rm‘u € [0,11V1, j,0< 2 U
<n Vi,and Yuy;= l‘Vj} (2)
V=_(v, -, v.) is a vector of cluster centers, v,;ERF

forc=i>1and || @ denotes any inner product norm.
Optimal partitions U* of X are taken from pairs (U*,
J*) that are local minimizers ofJ,, obtained by iteration
through the following necessary conditions.

Fuzzy c-means theorem (1]: If
Dy = llx —wll, >0 Yi

the weighting exponent m>1, and a data set X

contains ¢ < n distinct points, then (U, NYEM;,, X R?
may minimize J,, only if
uj; (—M)" 1<i<cr15/<n
/A4
3 m
§ Al
v = — 1<i<c 3)
3w

If for some i and j, Dy, = 0, a singularity occurs, then
assign 0's to each ujj for which D,, > 0, and distribute
membership functions arbitrary across thex,'s for which
D;4 = 0, subject to the constraints in (2). Some limiting
properties of (3} have been studied by Pal and Bezdek
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[9] and are not discussed here.

2.1 Conventional cluster validity indexes
Among a class of cluster validity functionals such as
the Dunn's normalized partition entropy [5] :

N -

_n
vp(U) = ':vPE - j; E‘luulogu(u”) 4)
the Bezdek's partition coefficient [1] :
I n s
Vpc(U) 2;1 by 2[”5 (5)
j=1li=
the Bezdek's partition entropy [!] :
Ln ¢
VpE( U)= _’_1 ,21 'ZI u[jloga(uij), (6)
j=1i=
where logarithmic base a<=(1,90) and u; log(u;) =0
whenever u; =0,
the Fukuyama-Sugeno index [6] :
n 4
VFS(Ua Vxy= 3 > ufj'-'(“xj—viﬂz—“vi—ﬁ\z), 7
Jj=li=1
the Xie-Beni index [8]:
£ 5 o
V(U Vi X)= ———————, (8)
n v,—y 2:'
Ly )
and the extended FCM Xie-Beni index [8] :
E Z u; N""Vi"z
e
vl U V:X)= = : )

o in )]

we consider only the Xie-Beni index vy given by (8)
because it provides the best response over a wide range
of choices for the number of clusters and for the
weighting exponent m as discussed in the introduction.

Xie and Beni stated that vy, decreases monotonically
when the number of clusters ¢ is close to n. To avoid
the indetermination due to the monotonicity, they
recommended plotting vy, as a function of ¢, finding
the starting point of the monotonic epoch as the
maximum cluster number to be considered, and then
selecting a value ¢ minimizing vy, Because it requires
a cumbersome procedure to find an optimum value of’c,
it may not be a sufficiently good cluster validity index
even though it provides good responses through the
cumbersome procedures.
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2.2 Extension of the Xie-Beni index

In clustering, it attempts to maximize intra-class
similarity and inter-class differences. In this sense, a
new cluster validity index v, is defined as

n [ 1 ¢
2 uil—vf +;{.§||
vk(U,V‘,X)=/7 - s

min )

2

v~ vl

(10)

1 n
where v=-%
nj<|

X;.

The first term of the numerator in (10) measures
the intra-class similarity, that is, how compact each
and every class is. The more similar (compact) the
classes, the smaller it is. It is independent of the
number of data points. The second term of the
numerator in (10) is an ad hoc punishing function
imposed to eliminate the decreasing tendency
occurring when the number of cluster ¢ gets very
large and close to the number of data points n. The
denominator in (10) which is the minimum distance
between cluster centroids measures the inter-class
difference. A larger value of it indicates that every
cluster is well-seperated. Our goal is to find the fuzzy
c-partition with the smallest value of vy.

In order to investigate the limiting behavior of the
proposed index, we take a limit of the validity
functional as ¢ approaches n.

Xie-Beni index, ¢ — #n: Since

fim x,~vJ]2 = 0,
fimn ;v an
we have
n ¢
.21 .21 uilr=vi?
e
lim vy (U, V:X) = lim - =0 (12)

R c—n
¢ n

[rﬂi?(“vi“’k“)z]

From (12), we can see that the Xie-Beni index loses
its ability to validate (U, ¥) pairs from the FCM for the
large value of c.

The proposed index, ¢ — #: Since (11) holds for this
case, we have

P
2

n ¢ , 1 ¢ _
T Tufy-vf+s ¥ v
o j=li-d =l
m
—n

lim v (U, V3X) =1
cn ¢ n[mm(vl__ ‘,/‘_)Z:I
# kK
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1
" Cy

(13)

min(}y;—vi)?

where Cy is the total scatter matrix of X. From (13),
we can see that the proposed index keeps its ability to
validate (U, V) pairs from the FCM for large value of c.
Here, we do not discuss on the intuitive meaning and
mathematical justification of the proposed index, which
are required for the any new validity functional, becausc
the research on those is on the way.

3. Numerical examples on cluster validity

In this section, we consider three examples of data
sets to show the effectiveness of the proposed cluster
validity. We first present a simple example withc =2 as
the preferred clusters, which is known as the butterfly
data set [1] to provide insights into the limiting behavior
of the cluster validity indexes. We then present two
examples which are the derivatives of the butterfly data
set and have ¢ =3 and ¢ =4 as the preferred clusters,
respectively.

Example 1: We consider the butterfly data set X, of
15 data points in p =2 dimensions shown in Fig.l, and
listed in Table 1. Data points (2,2), (3.2), and (4,2) form
a bridge or neck between the wings of the butterfly.
Another interpretation of the pattern is that points in the
wings were drawn from two fairly distinct classes;
points in the neck are noise.

Example 2: We consider a set X, of 22 data points in

2 3 4

Fig. 1. Example 1:



3l wA] 2D 2 eA] 2888 =FA] 1999, Vol. 9, No. 6

Table 1. Data sets X;, Xa, X3 5
Data set X, Data set X, Data set X; 41 +
(c=2) (c=3) (c=4) 3 . . .
Points X y X y X Y
0 o0 0 0 0 0 ?
2 0 2 0 2 0 2 1 + +
3 0 4 0 4 0 4 0 . . . .
4 i 1 1 i 1 1
5 1 2 1 2 1 2 ! + h
6 1 3 i 3 1 3 5
7 2 2 2 2 2 2
8 3 2 3 2 3 2 3 et
9 4 2 4 2 4 2 4 +
0 s 5 I 5 I ] L ]
11 5 2 5 2 5 2 4 3 2 R 0 1 2 3 4
12 5 3 5 3 5 3 Fig. 3. Example 3: X,
13 6 0 6 0 6 0
14 6 2 6 2 6 2
15 6 4 6 4 6 4
16 1 6 1 6
17 2 5 2 5
18 3 4 3 4
19 3 5 3 5
20 3 6 3 6
21 4 S 4 5
22 5 6 5 6
23 1 -2
24 2 -1
25 3 0
26 -1 27
Ml e
(a) The Xie and Beni index vxs
4 * jsggmames‘m‘muu se1 XI5 for c=2 lo 14 '
3 + + * : :
2 *
1 + * +
0 * * * +* + +
1 + +
2 3 2 A a 1 2 3 4
Fig. 2. Example 2: X,

(b) The proposed index vy
p =2 dimensions shown in Fig. 2, and listed in Table 1.  Fig. 4. Index values on the data set X, for c=2 to 14, and m=1.2,

A data point (0, 1) forms a bridge among three 2,7
diamonds. Another interpretation of the pattern is that
points in the each diamond were drawn from three fairly Example 3: We consider a the butterfly data setX; of

distinct classes; a point s; a point in the neck is noise. 29 data points in p = 2 dimensions shown in Fig. 3, and
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Table 2. Values of ¢ chosen by each index for the data
sets Xo and X;

X, :c*=3 X5:c*=4

m

Vxi VK vxB YK
12 15 3 15 4
2.0 15 3 15 4
3.0 15 3 15 4
4.0 15 3 15 4
5.0 15 3 15 4
6.0 15 3 15 4
7.0 15 3 15 4

listed in Table 1. Data points in each triangular were
drawn from four fairly distinct classes.

For each of data sets shown in the above we
performed the FCM with the terminating criterione =
1.0e-8 = || U,—U,, |l for different weighting exponents
m=12,2,3,4,56and 7,and ¢=2, 3, -+, n—1. Fig.
4 shows index values by each of the Xie-Beni index and
the proposed index on the data set.X; for ¢ =2 to 14, and
m=12,2, and 7.

The preferred value of ¢ for the tested data is 2. From
Fig. 4, we can see that the proposed index correctly
points to the preferred value of ¢ for each weighting
exponent, but the Xie-Beni index points toc = 14. This
behavior is consistent with the fact, which is the Xie-
Beni index loses its ability to validate (U, V) pairs from
the FCM for the large value of c, discussed in the
previous section. Table 2 lists the value of the number
of clusters chosen by each of the Xie-Beni index and the
proposed index.

Since the preferred values of ¢ are 3 and 4,
respectively, we see that the proposed index correctly
points to the preferred values ¢ =3 and ¢ =4 for each
weighting exponent but the Xie-Beni index points to
¢ =15 in every case. From these results, we conclude
that the proposed cluster validity index shows the
superior performance to the Xie-Beni index, and the
Xie-Beni index may be unreliable.

4. Conclusions

In this paper, we have proposed a cluster validation
index to eliminate the monotonically decreasing
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tendency, which is the typical flaw of the conventional
cluster validity indexes, when the number of cluster gets
very large and close to the number of data points. We
have reviewed the FCM algorithm and some cluster
validity criteria, and discussed on the limiting behavior
of the proposed validity index. Finally, numerical
examples showing the effectiveness of the proposed
cluster validity index have been provided.

Researches on the description of intuitive meaning,
the mathematical justification, and applications to real
data sets are on the way.
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