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Adaptive Coded-Modulation in Slow Fading Channels

Young Min Kim and William C. Lindsey*

Abstract: The adaptive coded modulation (ACM) is a promising
way Lo provide a substantial improvement in spectral elficiency for
slow [ading channels. The basic idea is to adapt system Functional-
ity such as modulation, coding, information rate, and transmission
power to varying channel conditions. In this work, the potential of
adaptive coded modulation is investigated using cut-off rate anal-
ysis in a unified way and using computer simulation. The anal-
ysis includes various effects of fading channels such as feedback
delay and channel prediction error. It was shown that the adaptive
coded modulation can provide several folds of increase in spectral
efficiency compared to a fixed coded-modulation system employing
QPSK when channel varies slowly.

L INTRODUCTION

During the past decade, we have seen an explosive expansion
and growth in wireless communications and a vision of com-
municating any-where any-time is becoming reality. Services
traditionally provided by wired lines are substituted by wire-
less communications and vice versa, More and more portions
of global communications are being serviced by wireless coni-
munjcations. Especially, a large portion of lerminal accesses
between communication networks and users is expecled 1o be
processed by radio mainly due to the freedom of being wireless.
The next gencration mobile radio systems, such as the Universal
Mobile Telecommunications Systems (UMTS) and IMT2000
(International Mobile Telecommunications by the year 2000),
are projected to support a data rate of up to a few Mbps [2].
Considering current digital mobile radio systems are being op-
erated al a spectral efficiency less than 1 bit/sec/Hz, the spectral
efficiency of future wireless systems must be increased by sev-
eral times Lo maximize the utilization of scarce radio spectrum
and offer multimedia services.

There are various mcthods of increasing the system capacity
of cellular radio systems. Frequently adopted methods are to de-
crease cell size and/or 10 reduce the frequency reusc factor in or-
der to reusc radio channels more in a given area. If we can dou-
ble the spectral efficiency, the system capacity increase obtained
from the previous methods will also be doubled. However, harsh
channe] conditions in cellular radio environment prevented the
use of multi-level modulations such as QAM. Reccntly an idea
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of adaptive coded-modulation (ACM) was proposed by several
researchers as a means of increasing the spectral efficiency of
mobile radio systems [3]-[6].

The basic idea is to adapt system functionality such as modu-
lation, coding, information rate, and transmission power to vary-
ing channel conditions. When the communication channcl is
time-varying, a conventional approach to communication sys-
tem design is to design it based on the worst case scenario. This
approach does not fully exploit the potential throughput capabil-
ities of a fading communication channcl. Another approach is
to make the communication system adaplive based on the chan-
nel conditions so as to maximize the system capacity. When
the channel is in a good state, we can use a coded-modulation
scheme with high spectral efficiency. When the channel is poor.
we can employ a robust coded-modulation scheme by trading
off spectral efficiency. The channel state is observed at both the
transmitter and receiver sides and the channel state information
is fed back to both. As we shall see, if the adaptive procedure
can be implemented successfully, we can operaie the sysiem on
the average channel condition and gain significant increase in
spectral efficiency. The poor spectral efficiency of current cel-
lular radio systems stems from the fact that they were designed
for the worst case channel conditions.

The idea of adaptive communication system design goes back
to early 60s [1]. In [3], [4] and [7] the authors proposed an
adaptive modulation scheme using Star QAM (SQAM) signal
constellation. In [5] slow and fast adaptive modulations were
studied in a time division duplexing (TDD) setting. TDD was
adopted to provide higher correlation between the forward and
reverse channels. In the slow adaptive modulation, modula-
tion level is determined from rectangular QAM constellations
during the call set-up period depending on measuted carrier-lo-
interference (C/I) ratio and delay spread. Higher modulation
level is assigned to the mobile unit nearer to the base station.
Combined with dynamic channel allocation, it is reporied that
a significant capacity increase results [8]. In the fast adaptive
modulation, modulation level is determined slot by slot based
upon predicting the channel condition.

Goldsmith investigated adaptive coded-modulation schemcs
in [6], and [9]. In [6] variable-rate, variable-power QAM was
considered to optimize both transmission rate and power in or-
der to maximize spectral efficiency while satisfying average
power and BER constraints. It was assumed that adaptation can
be done perfectly symbol by symbol.

In this paper the cut-off rale of adaptive coded-modulation
is analyzed for slow fading channels showing that substantial
increase in spectral efficiency can be obtained. In Section I,
the cut-off rate of adaptive coded-modulation 1s discussed un-
der ideal assumptions. The effects of feedback delay associated
with channel state estimation and channel state prediction will
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be studied in Section III and IV. Simulation study on the per-
formance of adaptive-coded modulation will be also presented
in VL

II. CUT-OFF RATE OF ACM IN SLOW FADING
CHANNEL

In designing coded-modulation systems, the cut-off rate plays
an important role [11]. In this section, the cut-off rates of vari-
ous adaptive coded-modulation systems are analyzed for slow
flat Rayleigh fading channels. By slow fading it is assumed
that multiplicative distortion (MD) introduced by the flat fading
channel is constant over a codeword of dimension N,. It is also
assumed that the multiplicative distortion (phase and amplitude)
is known at both the receiver and transmitter.

A generic coded-modulator is composed of 3 blocks: a chan-
nel encoder, a mapper and a modulator, as shown in Fig. 1
[10]. A message m generates K information symbols u,, =
(Urn1 s Um2, - - - , UmK, ) Where each uy,; is one of Q-ary alpha-
bet. So, the number of messages that can be transmitted is
M. = QF-. Each message is then encoded into a codeword
Cn = (Cmi,Cmas - -« 5 Cmn. ), Wwhere N, is the dimensionality of
the codeword. Each code symbol ¢;,; is also from @)-ary alpha-
bet. When N, > K., redundancy is introduced by the channel
encoder, and the code rate r,. is given by

.= logy M, K. log, Q)
< NC N jVFl’.'

[bits/dimension]. (N

If we let 7' be a time span of information block of length A,
T = TpK,logs Q) where T} is the time spent per information
bit, and the codeword dimension N, can be given by

N, = (Ty)T.)K.log, Q, 2)

where 77, is the time used for each codeword dimension.

The modulator has a set of waveforms {s;(f) : I =
0,1,...,M — 1}. Each waveform s/(¢) has a duration of
T, and spans an N-dimensional space. In vector form, 5, =
(si1, %2, - .- ,sin). The mapper uses the modulator % times to
generate the waveform S, (t) for the message m, and T' = l?;TS.
In vector form, S,,, = (8,1 Smas--- »S,,3) Where each S,
isoneof {5, : { = 0,1,...,M — 1}. In the following, we as-
sume that mapping between codewm d and modulated waveform
is isometric and that Q = M. So, k = N, and T = T,.

For the modulation signal set, we consider a signal set con-
taining L signal points. The signal set can be formed from
SQAM, QAM or MPSK. signal constellation. It is assumed that
|3, € E. where E. is the peak energy per codeword dimen-
sion.
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When a message m is transmitted, the received signal r is
given by

r=a&8. +n, 3)

=T

where & is the amplitude of the MD induced by the slow flat fad-
ing channel and z is the AWGN with two-sided spectral density
Nu/2. It is assumed that the MD is constant over a codeword
of duration T" and that the channel distortion is corrected with-
out error at the receiver. The MD is assumed to have a Rayleigh
pdf: f(&) = (&/0?) exp(—a? /20?) where 0% = E{&*}/2 and
& > 0.

It is assumed that & is also known to the transmitter, and
that knowledge is utilized at the transmitter for adaptive coded-
modulation. That is, the transmitter is assumed to have the abil-
ity to select the best coded-modulation scheme depending on
the channel state. Suppose that the transmitter uses a coded-
modulation scheme C; when Z;_1 < & < ;. Then, for the
selected coded-modulation scheme Cj, the pairwise probability
of error (PPE) Pz (m, k|C}), the probabilily that the receiver will
decode the received signal to the message k when the message
n. 18 transmitted, is

; i
P HC) = g [ RalmikIa,COA(G)da, @

PI'(A[) TR
where A; is the event that {#,_ < & < &;} and P»(m, k|é&, C)
is the PPE given &. The conditional PPE I (rn, k|é, C;) can be
upper-bounded by

) )

assuming that & is known to the receiver. Following the ran-
dom coding argument in [10], the ensemble error probability
P(E|Cy) given C; can be upper-bounded by

2
5 2 |Smn - Sk"n'

Py(m, k|&, Cp) < He*{p( A

n=1

S M, % |1
| | N,
xZZcxp (—@’E ’4N;f )] f(&)da,
=1 j=I

(6)

where z, = s,/+/E, and each g, is assumed to be equally-likely.
Let o = &/v202, 1 = &/V202, and denote Ey, = 20°E...

Then,
M, / E
PI‘(AZ) ey L2

xZZexp (-—a En, 2 L' 2l )] fle)da,

PEIC) <

=1 j=1
)
while f(a) = 2acxp(—a?).
Denoting
1 XL:Z op 12—zl ®
= exp | —o’Eny, ———
L= =1 ’ AN
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Fig. 2. Average cut-off rate of ACM with SQAMs in the slow fading
channel.

and supposing that Ac = x; — x;_ is infinitesimal, then the
conditional cut-off rate Ry ; can be approximated as

Ry~ —log, Glay) ©)

and the average cut-off rate Ry is given by

Ro = ZRO’I PI‘(A]). (10)

=1

Fig. 2 shows the average cut-off rate for different modulations
in the slow fading channel. In the figures, (4, P) SQAM repre-
sents a SQAM with A amplitude levels and P phase values. We
can see that one modulation scheme provides larger average cut-
off rate than other modulation schemes depending on the level
of £, /No. Noting that the signal-to-noise (or interference) ra-
tio (SNR or SIR) is a time- and/or location-dependent quantity
in time-varying channels, we can adapt modulation to SNR to
maximize information transfer rate,

The average cut-off rate predicted above will be achieved
if we can seamlessly adapt coded-modulation to continuously
varying fading level. This will impose too much complex-
ity in the transceiver. We propose a more practical adaptive
coded-modulation as follows. Given a modulation optimized
to a given SNR level, J coding schemes are combined with
that modulation and the j** coding scheme is operated when
zj.1 % a < x;. Being conservative somewhat, let’s assume
that the code rate of the J”’ coding scheme is Ry ;—, and the
maximum average information rate {) achievable will be

J
Q=> Ry _1Pr(z;o1 <a<a;) [isfsecHzl. (11)

=1

Fig. 3 illustrates the maximum average information rate us-

g J = 3 coding schemes with the modulations discussed in
1-1g. 2. For each adaptive coded-modulation scheme, the oper-
ational boundaries z; were selected so as to maximize (2. The
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Fig. 3. The maximum average information rate of ACM with SQAMs in
the slow fading channel with 7 = 3 channel codes for each modula-
tior.
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Fig. 4. A system model for an adaptive modulation scheme with feed-
back delay.

staircase curves are obtained because discrete SNR levels are
used in optimizing the adaptive coded-modulation.

A conventional non-adaptive coded-modulation should fix its
code rate to a R, value at a target SNR level. and its achievable
information rate will be fixed at Rg; Pr(a > ;) when En_ /Ny
is greater than the target SNR value. As a result, a substantial
portion of channel capacity can not be utilized.

IIl. EFFECTS OF FEEDBACK DELAY

In the provious section, the feedback delay associated with
channe] state information was assumed to be zero. In this sec-
tion, the effect of feedback delay is evaluated using different
models for the correlation in fading channels, and the required
channel conditions for satisfactory operation of the ACM system
in correlated fading channels are discussed.

Given the previous channel state information, a coded mod-
ulation scheme should be based on this information. A sim-
plified system model is shown in Fig. 4. The multiplicative
distortion 3, at time n is given by £, = Gn exp(jf,). and
its normalized version is defined as 5, = Bn \/_ 20?) where
E{32} = E{&2) = 202. The channel statc is dbbleed to be
fed back to the transmitter lagged by { time units.
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Fig. 5. Average cut-off rates of 4-ary coded QPSK ACM for different
values of p when N, = 10.

A. Quasi-Static Fading Channel

By quasi-static fading channel, we mean that the multiplica-
tive distortion is constant over a codeword of length N, while
changing between codewords with a given correlation. That
is, B, = fo forn = 0,1,... , N, — 1 and it is assumed that
E{ﬁnﬁn-—l} =p.

Given a delayed channel state information (c—;), it can be
easily shown that the probability density function of current
channel slate (ap) can be modeled by

20 - { a?,p? + o } I (2a_la0p>
———— exp< — . 0 — |,
—p? (1-p%) 1—p?
(12)

flaola—) =5

agsuming Rayleigh fading. In (12) the correlation coefficient p
is assumed to be Jo (27 f47) where fy is the Doppler frequency,
7 = [T, and Jy(t) is the Oth order Bessel function of the 1st
kind.

Noting that the current fading amplitude cg conditioned on
the feedback a_; has the pdf given in (12), the pairwise prob-
ability error Py(m, k|a—;) conditioned on «v_; can be upper-
bounded by

2
- gknk)

(13)

Let’s denote the right hand side of (13) as Py*(m, k{ow—;). Then,

)
pz(’l’)’b,/f|0.’_[) < / H exp (*064_]]\\;; Zynn,

x flagla—;)dag.

ox _ C”L’—II’EE-/I:-;UKH
P T e, Kot

Pl(m, kla_;) = (14)
) T Ky 1
where
EN. 2
n = z,,... — 2, 15
4N[) Zmn =hkn ( )
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Fig. 6. Average cut-off rates of 4-ary coded QPSK ACM for different

values of p when N, = L00.

The ensemble average error probability P(E|a—;), condi-
tioned on the previous channel condition, is obtained by av-
eraging Pa(m, k|ce_;) over all possible pairs of code or chan-
nel symbol sequences. Lel’s assume that |z,,, — 2z.,|> €
{d3,d3,... ,d2}, ie., there are q different squared Euclidean
distances for given modulation symbol set. If p; = Pr(|z,,, —
Zeml? = d2) and n, is the number of positions with d2,
P(E|a_;) can be upper-bounded by

E=YE TN NC T, 2]
Zrm P DU R I
'nj+11|9:+‘.‘.’ -}-Q,,,q=1\r,_.
« P¥(m, Kla_),
(16)
where (mn]j © ) is the multi-nomial coefficients. Denoting the
ity

right hand side of the (16) as I’“(E|x_;), the cut-off rate Ry,
conditioned on ai_;, is given by

a7

1 [
Roy = —ﬁnlogz Pu(E|a_),

similarly as in the previous section. The average cut-off rate Ry
is then obtained by averaging over a_;. The major difference
from the ideal case in Section Il is that the cut-off rate now de-
pends on the codeword dimension N,.

Fig. 5 and 6 show the average cut-off ratc Ry for different
correlation values when N, = 10 and N,. = 100. In both cases,
the average cut-off rate is drastically degraded when the cor-
relation p (in the figures labeled as r) is not high enough. As
N, increases to 100 from 10, a higher value of p is required to
achieve a comparable level of Ry.

If we look at the expression in (14) more closely, we can see
that the error probability is inverse-linear]y proportional to the
signal-to-noise ratio En_ /Ny unless p = 1. As p approaches
to 1, the exponent in (14) becomes dominated by the numera-
tor term and the error probability becomes mverse-exponentially
proportional to B, /Ng. On the other hand, as N, increases,

the term Zgio K, in (14) also increases, and a higher value of
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p is required to make the term (1 — p*) Zg o Kn negligible,

which will give an exponential behavior of the error probability.
From this resulls, we can see that the codeword dimension N,
is a system design parameter which should be selected carefully
depending on the channel state correlation between consecutive
codeword transmissions.

B. Correlated Fading Channel

Now we drop the assumption that the fading level is constant
over a codeword. The vector # = (By, B1,---,0n.—1)T is a
column vector that represents the multiplicative distortion pro-
cess. The covariance matrix V = E{34"'} where H denotes
complex conjugate transpose operation, and we assume that its
ith row jth column element V;; = Jo (27 f4lé — j|T5)- The cor-
relation p between /3 and 3_; is given by p = E{(/*,} and its
ith element p; = Jo (27 fali +1|Ty). -

Similarly as in Section I1I-A the conditional pairwise proba-
bility of ercor Py (m, k|3-.¢) can be upper-bounded by

. N:.—1
Patim, b < [ 1T exp(—l6a Ko (818-1)ds.
Y =0
(18)

where df denotes dB1dfs ... dBy,. Il is assumed that 3 is a
circularly-symmetric complex Gaussian random vector. Hence,
the conditional probability density function is given by

exp [—(8 — w)TWL(8 — )]
- det (W) ’

fB18-1) = (19)

where covariance matrix W = (V' — p_zzl) and mean veclor (4 =

B_ip. Noting that the integration in (18) gives the characteristic

function of a quadratic form of circularly-symmetric complex

Gaussian vector | 14], we have

Py, k|B.) <

det(2) 1 5 ) L

—— " exp |—= |8 pt (W - QWEW + W)Y

der () P 2|f " p AW CWEW+W)"ip|,
(20)

where Z = (K 4+ W ™1)71 and K is a diagonal matrix whose
nth diagonal element is K.

An upper-bound of the ensemble average error probabil-
ity P(E|B_;), conditioned on S_;, is obtained by averaging
Py(m,k|B_;) over all possible pairs of channel symbol se-
quences. Given P(E|S_;). the conditional cut-off rate Ry can
be computed using (17), and the maximum average information
rate using (11).

For larger values of V., il takes a long compuling lime to cal-
culate Ry even for a simple modulation such as QPSK. We cir-
cumvent this computing problem using a slightly different chan-
nel model presented in the next subsection.

C. Markovian Fading Channel

Let’s assume that the channel state at time % depends only on
the channel state at time £ — 1 when conditioned on the previous
channel states, that is,

FBklBr—1,Brs,.-.) = f(Br|Br—)-

Letting po = E{BofB2,} and p, = E{B:3;_,}. the conditional
pdf f(Bo|B—1) is characterized with mean pyf_; and variance
(1 — p3) and the conditional pdf f(3x|B8k—1) has mean p1 Bx_1
and variance (1 — pf).

Then, the upper-bound of Ps(m, k|3—;) in (18) can be evalu-
ated recursively using the following expression

Py(m, k|B-1) = .

1+ Ko(1 - p3)

1 |i I{'Op'f))ﬁg,—l \|
< - exp |— = oy |
n=1 1+I{n(1_p:lz) 1_._-[&0(1 _pO)
ey
where
KN 93
1+ Ky—pp1 (1— PT))

Kn,—r = +Kn.—k (22)

fork=2,3,...,Neand Ky _| = Kn__,.

With these results, we can computc the conditional cut-off
rate Ry . the average cut-off rate Ap, and the maximum average
information rate as before.

Fig. 7 and & show the average cut-off rate of 4-ary coded
QPSK ACM for different normalized Doppler (ND) when N, =
64 and 256. The normalized Doppler is defined to be f,T%.
Feedback delay ol 5N, 7% sec is assumed. We observe the same
behavior as in Section [II-A as /N, increases. Higher correlation
values are required for the ACM to work properly as the code-
word length becomes longer. In the case of no feedback delay,
po was set to be 1 in calculating the average cut-off rate. The re-
sult dcmonstrates that most of the degradation comes from feed-
ing delayed channel state information. In the next section, this
issue of feeding back timely channel condition is investigated
by incorporating channel state prediction into system.

Fig. 9 shows the average cut-off rate of 4-ary coded QPSK
ACM for different normalized Doppler (ND) when N, = 256
and feedback is error-free. As the normalized Doppler increase,
the average cut-off rate is degraded significantly even with the
assumption of error-free feedback of channel state.

IV. ACM WITH CHANNEL PREDICTION

To provide high correlation between the fed-back and current
channel states, we need o feed back the predicted channel state
instead of the one that is out-of-date. In this section, the average
cut-off rate of ACM is analyzed with the Wiener filter used for
the channel state predictor assuming that the correlation fune-
tion of the channel process is known to the receiver.

Observed signal vector at the nth block Y, = (V=1 Tn-2,
, %_O)T is the input to the channel state predictor as shown in
Fig. 10 when the order of the Wiener filter is O. Suppose that
there are N, pilots available for each block of codeword length
N, and the observed signal ,,. ;. is given by

1 1
Tn—k = B + —ny, (23)
Npp Z Sp

i
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Fig. 7. Average cut-off rate of 4-ary coded QPSK ACM for different
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normalized Doppler (ND) when N, = 256. Feedback delay is 5N T's
s5ec.

where s, is the pilot signal and the summation is over the N,
received signals associated with the pilots in the previous n—kth
block.

Let Ry = E{yy"} and p., = E{yf;}. Assuming these cor-
relation matrix and vector are known to the receiver, the Wiener
filter coefficient vector 1y is given by [13]

w=R}'p (24)

and the channel state prediction estimate Bo can be obtained by

o = w'y. (25)

To evaluale the effect of channel state prediction error on the
average cut-off rate of ACM, we need to know the conditional
probability density function f(Jo| o). Let’s denote the complex

numbers 5 and o in vector form: By = (Beo, fBs0)" and ,Bo =
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Fig. 10. Channel prediction based on the Wiener filter.

(B( 0 [350), where the subscripts ¢ and s represent the real and
imaginary parts, respectively. Then, since 3 and ,60 are jointly
Gaussian, the conditional pdf f(53o|50) can be given by

F(BolBo) = N (K g3, Ko Kigo — Ko K5 K

ﬁoﬁo)
(26)

where K, is the cross-covariance matrix of z and y, K is the
covariance matrix of z, and N (m, K) denotes the vector normal
density with mean vector m and covariance matrix K. Noting
that @u‘u and ﬁsp are independent of each other, the covariance
and cross-covariance matrices are given by

_ 120 R N
foa = [ 0 1/2]’ Koogo = 328 2y |1 1 | = Fsor
; 10
. o T 5
and Ky = p R p, [01]
27)
Let the conditional covariance mattix Ky s = Kp, —

- | _
‘[\/90/30[\ Aﬁ 5o and the conditional mean vector Mgolfe =

(M)t _Rﬁﬁ

Ksyp, = 5 (1 2R3 >[(1)ﬂ

[?L‘O - @SO
ﬁc:() + 6.‘,0

5 [)’0. Using the results in (27),
o]

(28)
and m Mo g =
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Fig. 11. A pilot symbeol configuration: equally-spaced pilots.

So, given ﬁo, Be0 and G, are independent, and the conditional
pdf f(Bo|Fo) can be decomposed into

Folo) = N (e, 50 =) ¥ (man50- )

where

22 _ T p—1
r=p, R°p.. (30)

If we use this conditional pdf at the final step of the recur-
sive procedure of computing the conditional cut-off rate R
as in Section III-C, the conditional ensemble error probability

P(E|f) can be upper-bounded by
—_—— 1
PE|f) « ————
) < -
(31)

1

1
I a0
n=N.—1 1+ Bn(l - Pl)

_ (mE+mHE,
1+ Ko(1 — 52)

Note that the right hand side of the inequality given above
depends only on the magnitude of Bg instead of Bo because
(mZ +m3) = 2|6

Onc more difference from the result in the previous section
is that the fed-back channel state information BO is a complex
Gaussian random variable with variance 5? while 8_; with vari-
ance 1. So, the pdf of the amplitude of ﬁo 15 given by

(D) = 25 exp (-1

(32)

Using this pdf, the maximum average information rate of ACM
with channel prediction can be given by

Q=" Ry Pr{|fo| € B}, (33)
i

where B; is the range of |B| over which the Ith coded-
modulation operates.

For numerical evaluation of the maximum average informa-
tion rate In (33), we consider a pilot symbol arrangement illus-
trated in Fig. 11. For each block, Ny, pilots are equally spaced,
and each block is separated by time a span of IV, blocks. The pi-
lots in each block are L, symbols apart. Fig. 12 shows the max-
imum average information rate of a 4-ary coded QPSK ACM

18- MNe=256 o

ia
T

Throughpul [bilsfsecHz]
T

\:;*\
%
\ N

<

@
T
1

Qw 4

Qw =186

Ow = 64

Na prediction error

=
o~

R

’ e—

H

o
r
T

E,, /N, 98]

Fig. 12. A 4-ary coded QPSK ACM with channel prediction.

when N, = 256, L, = 16, N = 5, and the normalized Doppler
frequency is 2 x 1073, Also shown is the case with no feedback
delay and no channel prediction error. As we increase the order
of the Wiener filter to 64, most of the channel capacity attainable
in the ideal case is achieved under the conditions considered.

Based on the result obtained so far, we can identify the
channel conditions and system parameters for which the adap-
tive coded-modulation will improve the information transfer
rate well over the one possible with conventional fixed coded-
modulation schemes.

V. ACM IN DIVERSITY CHANNELS

It is well known that diversity techniques are efficient in mit-
igating fading effects [14]. Under fading, radio communication
systems suffer from a severe performance degradation because
the received signal power level could drop by more than 20 dB
and the probability of that occurrence is not negligible. How-
ever, when more than one independent copies of transmitted
signals are available at the receiver, we can improve the signal-
to-noise ratio and reduce the probability of deep fades by using
diversity combining techniques.

There are various diversity techniques such as frequency,
time, path, polarization and space diversities depending on the
way by which the receiver obtains independent multiple copies
of the transmitted signal. Among these possible schemes. we
consider only space diversity in this work. Space diversity has
advantages over other diversity techniques. Unlike frequency
or time diversity, it can increase diversity order as much as we
want without requiring additional channel resource. Polariza-
tion or path diversity las a limitation in diversity order that can
be achieved.

On the other hand, in the applications where radio spectrum is
reused over different geographical areas and cochannel interfer-
ence (CCT) is unavoidable as in cellular radio systems, diversity
technique is also very effective in suppressing cochannel inter-
ference which is often dominant limiting factor in system perfor-
mance. S0, the effect of cochannel interference is also included
in the performance analysis of ACM in diversity channels.
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A. Average Cut-Off Rate of ACM with Maximal Ratio Combin-
ing
Consider that there are D antennas at the receiver separated
with enough spacing to provide independence between signals
at different antenna branch, so diversity order is IJ. In complex
baseband equivalent model, the received signal +;(n) at the Ith
antenna branch at time n 15 given by

N;

ri(n) = s(n) + Z a5 + v (n),

k=1

(34)

where sg;(n) is the kth user’s signal and v;(n) is complex
AWGN at the [th branch. Suppose that sq; is the desired signal
and there are N; interfering users. Each signal sy, (n) is given
by
sk (n) = Brak(n), (35)

where ay, (n) is the information symbol that is transmitted by the
kth user at time n and g is the complex channel gain associated
with the kth user’s signal and the [th branch. We assume that
the amplitude of each channel gain has Rayleigh distribution
with E{|fn]*} = 20% and different users’ channel gains are
independent of each other.

Representing the signals at the D antenna branches in vector
form, we have

r(n) = B,a0(n) + Ba;(n) +v(n), (36)
where
r(n) = (ri(n)ra(n) ...rp(n))",
B, = (BrBr ---ﬁ/cn) ;
B = [8,8,--- Byl
ar(n) = (a(n)ax(n) ... an, ()7,
v(n) = (vi(n)va(n) . 'UD(n))l

Let’s assume that the cochannel interference term at each branch
is additional AWGN with variance o2 3", 202 where 02 =
E{|ar(n)|?} for all k. Denoting interference plus AWGN term
at the Ith branch as z;(n) and assuming interference and AWGN
are independent of each other, the variance of z;(n) is

ZQUk + oy,

where o2 = E{|v;(n)|?}. In vector form, the interference plus
noige term is given by

E{lzi(n (37)

z(n) = (z1(n) z2(n) ... 2p(n))T = Ba;(n) +u(n) (38)
and the received signal vector is simplified to
r(n) = Bya0(n) + z(n). (39)

Let’s define three kinds of power ratio: signal-to-interference
power ratio (C/I) = o3/ S 1 0%, signal-to- noise power ratio
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(C/N) = o203 /02, and signal-to-interference plus noise power
ratio (C/(I+N))
c o _ 1
I+N " oj+(02foz)  (C/D)71+(C/N)~V

(40)

where 07 = Zi.v:‘l aﬁ. The received signals at the D antenna
branches are combined with appropriate combining factors to
maximize the output signal-to-noise plus interference power ra-
tio in the maximal ratio combining. Let g, be the complex com-
bining factor for the kth branch and g = (g1 g» - .- gp)¥. Then,
the combined output signal y(n) is given by

y(n)

and the output signal-to-noise plus interference power ratio
(SNR) is

=g"r(n) = QH»BOGO (n) + QHé(n) (41)

a2 oy g Bor)?

5 D .
U?j [Ek:1 QkﬁOk]z

SNR = — = = - (42)
2= Eloeze ()P} 3002 |grlPo?
Using the Schwartz inequality,
2
D - D D Bow 2
5 ;s
o] <Ylear Y2 @
k=1 k=1 k=1' "%
where equality is satisfied only when
/ ok
]\O’ g = (44)

for an arbitrary constant A . 5o, the maximum SNR is achieved
when

gr = o o (45)
O—Z

giving the maximum SNR denoled by v as

i Iﬂo

Because 7 is a function of the channel gain vector 8y whose
elements are independent circular complex Gaussian random
variables, the SNR after the maximal ratio combining is a x2
random variable with 20 degrees of freedom, and its probabil-
ity density function f(-y) is given by

1= =1 (3) e (1),

where I' = 02(203)/0? is mean signal-to-noise plus interfer-
ence power ratio at each branch.

Removing the bias in the maximal ratio combining output in
(41) before detection or decoding process,

g% z(n)

QHQO )

=

"'Lu

(46)

!tl

(47)

(48)
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Fig. 13. Average cut-off rate of ACM for different diversity orders when
C/N = 20 dB.

The second term is AWGN based on the assumptions we made
given the channel gain vector for the desired (0th) user’s signal,
and denoting it as e(n) the variance o2 is given by

—1

& 2
E{lemi’} =Y |Box|

(49)
2

k=1 7%
Then, it is easy to show that the pairwise probabilily of error
P, (E) between two signal points ¢ and § when the signal point
i is transimilted is upper-bounded by

y 98

Py(E) <exp |—= —2 |, (50

where d;; is the Euclidean distance between the two signal
points.

Let’s define that % = ~/T". From (47), the probability density
function of 4 can be easily obtained to be

f&) = fly=19)
1 ~f) -
= ———— ) - . 51
TEEL exp (—9) (51)
By the way, using the previously defined signal-to-

interference power ratio C/I and signal-to-noise power ratio

C/Na

fd N}

1/2
T EDER 2

and the pairwise probability of error in (50) can be rewritten as

b

&,
2(CM)~1+ (CN)~*

Py(E) < exp | —1 (53)
a

Following the same argument in Section II, the cut-off rate
of ideal adaptive coded-modulation Rg(%) conditioned on the

Bp— 1 T 1 T

leltbar 1 ¢hannel code
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G/N=20dB . g

P (4.16) SOAM
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18 22 26
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/1 [dB)

Fig. 14. Maximum average information rate of ACM for diversity order
D =2 when C/N = 20 dB.
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Fig. 15. Maximum average information rate of ACM for diversity order
D = 8 when C/N = 20 dB.

normalized SNR # can be given by

Ro(9)
M M ~ 2
_ 1 g dij
= —1082 m ;;E‘Xp 8 ()'g(C/I)_l + (C/N)_l ]

(54)

where M is the cardinality of the modulation signal set, and the
average cut-off rate is given by

00
Ro= [ Roi)f)d. (55)
Fig. 13 shows the cut-off rate of ACM with the maximal ra-
tio combining for different diversity orders: D = 1, 2, 4 and
8. The signal-to-noise power ratio C/N is assumed to be 20
dB, and the cut-off rate is plotted as a function of the signal-lo-
interference ratio C/I. When C/I ratio is below 20 dB, we have
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Fig. 16. System block diagram for simulation.

interference-limited situation. As is apparent from the figure,
the signal-to-interference region where modulation with high
spectral efficiency can provide substantial improvement in the
average cut-off rate moves down to lower region as we increase
diversity order. Due (o the fact that C/N = 20 dB, there is al-
most no difference in the average cut-off rate between (2, 8) and
(4,8) SQAMs for D = 1 even as C/T ratio increases up to 30 dB.
This phenomenon also occurs for D = 2, 4 and 8 until C/I ratio
is below 15, 10 and 5 dB, respectively. This implies that opti-
mal modulation should be selected carefully depending on the
diversity order, C/N ratio and C/I ratio. [n Fig. 14 and 15, we
show the maximum average information rate ol practical ACM
schemes with ] and 3 channel code(s) for diversity order D = 2
and D = &, respectively. The left bar denotes the maximum
average information rate of ACM with single channel code, and
the right one with 3 channel codes. The signal-to-noise power
ratio (C/N) is assumed to be 20 dB for both cases. On the top of
cach bar, modulation used for the transmitted waveform is indi-
cated, which is decided based on the result in Fig. 13. Also the
cut-off rate curves of ideal ACM in Fig. 13 are shown in dot-
led lines. Since the probability of deep fades diminishes as we
increase the diversity order, it is of interest to see how much
improvement we can achieve by employing multiple channel
codes instead of single one in adaptive coded-modulation. In
other words, the trade-off between performance gain and sys-
tem complexity is of interest. As observed in comparing the
two [igures, the improvement obtained with 3 channel codes be-
comes smaller when the diversity order is increased to D = &
from D) = 2. It 1s conjectured that as the diversity order is in-
creased to infinity the cut-off rate curve of ACM will be flat over
the signal-to-interference power ratio (C/I) ol interest given C/N
ratio and the flat level of the average cut-oft rate will be deter-
mined by the C/N ratio. This implies that given the C/N ratio
single channel code will be enough for ACM with high diversity
order. On the other hand, the gap between the average cut-off
rate of idcal ACM and the maximum average information rate
of practical ACM is decreasing as the diversity order increases.

VI. SIMULATION STUDY OF ACM

Up to now, advantages gained by using adaplive coded-
modulation have been discussed with idealistic assumptions

for analytic simplicity. To demonstrate the adaptive coded-
modulation in more realistic environments, computer simulation
is used so as to assess various constraints and limitations ex-
pected to be encountered in practical implementation of adaptive
coded-modulation. Such constraints and limitations include: er-
rors in feedback of channel state information, errors in chan-
nel state estimation and prediction, effects of automatic request
retransmission (ARQ) which is necessary to improve the radio
link reliability, and so on.

A. Simulation Model
A.l System Model

In Fig. 16, system block diagram used for simulation is illus-
tratcd. Multiple coded-modulations are available at the trans-
mitter, and for a given transmission block a coded-modulation
is chosen depending on the fed-back channel state information.

The channel is assumed to be flat Rayleigh fading, and is gen-
crated based on the Jukes” model {15]. Simulation is based on
a baseband model with pulse shaping and maliched filtering ab-
sorbed into the channel, and the received signal 7, at time &
is given by i, = fysp + nyg where /3, is the complex multi-
plicative distortion introduced by the channel, sy, is the trans-
mitted channel symbol, and 1, is additive white Gaussian noise
(AWGN). For different modulations, it is assumed that the trans-
mitted signal s; has the saume peak energy F,. The variance
of /; is normalized to be !, and when the AWGN has two-
sided power spectral density Ng/2 the variance of ny is given
by E(inal?) = 1/(E./No).

A Dblock of received signal is processed to estimate the chan-
nel distortion 5y, and to predict the channel state for next trans-
mission block. The estimation and prediction methods are de-
scribed in detail in next section while discussing frame structure.
Demeodulation and decoding are followed after the channel dis-
tortion is eliminated.

A.2 Frame Structure

The frame structure assumed for simulation is illustrated in
Fig. 17. Each frame consists of Ny slots, and the frame du-
ration is Tr. A pilot symbol is assigned 1o the first symbol of
each slot, which is used for channel estimation and prediction.
A coded-modulation is associated with each [rame, and in the
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Fig. 17. Frame structure.

feedback link the channel state information is also multiplexed
after the pilot symbol. The duration ol each slot is T,;. When
convolutional code or trellis coded-modulation (TCM) is used
for channel encoding, tailing zeros are appended in the last slot.

Estimation of the channel-induced distortion /3, is based on
linear interpolation using the pilot symbols. When there are N,
symbols per each slot, the estimale of F;.., where I[N, < k <
(I + 1) N, can be obtained by

Br = Bin, + ANk —INY), (56)
where 3, ~, at pilot symbol position is given by
Bin, = 1w, /50 (57)
and the slope
A= (/5'(1+1)N_ - BUVS) /N (38)

The received signal 7 is divided by [5;,,, and z, = 7’,\-/3k used
for demodulation and decoding.

Channel state feedback operation is illustrated in Fig. 18.
First N, slots in each [rame are used for channel state predic-
tion, and that information is transmitted back using the follow-
ing frame. The reason for using just N, slots for the prediction
is that we need processing time for channel state prediction. In
this manner we can reduce feedback delay. If we try 1o use Ny
slots for prediction, the following frame right after the predic-
tion can not be used for feedback resulting in longer feedback
delay, while using more pilot symbols can improve the accuracy
of channel state prediction.

The algorithm used in channel state prediction is based on the
least mean square method [13]. New observation u, which is
input to the prediction filtcr, is given by

Np_gl-—].

1 -
Bin,,

Npsl

(59)

U =
=0

as discussed in Section IV. A training period is assumed at the
initial launch of every simulation to make the prediction filter
coefticients converge.

B. Simulation Results

Three coded-modulations are considered o compare the
throughput performance of ACM and fixed coded-modulation
(FCM): convolutional code of code rate 1/2 with QPSK
(CODEL), trellis coded-modulation (TCM) with 16 QAM

(N =N, Ty
-

™ L AT T T

A

-
NauT

T j o T
RX i . I | { ) v

] L U AT -
channel state

prediction period

Fig. 18. Channel state feedback method.

(CODE2), and TCM with 64 QAM (CODE3). All three channel
codes have the same constraint length of 5. ACM selects one
of three codes depending on the channel state. Channel symbol
rate is assumed to be 64 ksps [or all the results. Stop-and-Wait
ARQ is used For retransmission scheme.

Fig. 19 shows the throughput of ACM and 3 FCMs when the
maximum Doppler frequency D is 10 Hz. Over the entire range
of SNR levels considered, ACM outperforms all the FCMs in
throughput.

Fig. 20 shows the throughput of ACM and CODEI for differ-
ent Dy values. Even when the maximum Doppler frequency
1s increased to 50 Hz, ACM still outperforms CODE1l. As
the maximum Doppler frequency increases, degradation in the
throughput performance of ACM is much larger than FCM, and
it is conjectured that increase in channel state prediction error is
the main cause of the degradation.

Fig. 21 shows the throughput performance of ACM and
CODE] with different diversity orders. Maximal ratio com-
bining is used at the receiver based on the multiplicative dis-
tortion estimation at each diversity branch. [t is assumed that
cach diversity path has equal average signal strength. With
CODEI, the throughput is almost doubled when the order of
the diversity is increased from 1 to 2 while there is a minimal
increase in throughput when the order of diversily is increased
from 2 to 4. However, with ACM, we always observe a sub-
stanttal improvement in throughput as the order of the diversity
increases. It is because ACM can use more spectrally-efficient
coded-modulation as the channel condition improves.

VII. CONCLUSION

In this paper, we demonstraled that the adaptive coded-
modulation can improve the spectral efficiency substantially in
slowly varying fading channels where interleaving is not ¢ffec-
tive. Cut-off rate analysis was used extensively to evaluate the
spectral cfficiency of ACM under ideal conditions and to show
that channel prediction can be an cffective way in overcoming
channel dynamics. Also, throughput performance of ACM was
studicd by computer simulation to assess the effects of channe]
estimation/prediction errors and channel state fecdback errors,
The simulation results demonstrate that even with this errors
unavoidable in practice, ACM provide a significant improve-
ment in throughput compared to the conventional fixed coded-
modulation.

The adaptive coded-modulation is a promising and efficient
way to meet the throughput demand for next generation wireless
communications systems.
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Fig. 19. Throughput of ACM and FCMs when Dy = 10 Hz with Stop-
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