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Air-Data Estimation for Air—Breathing Hypersonic Vehicles

Bryvan Heejin Kang

Abstract : An air-data estimator for generic air-breathing hypersonic vehicles (AHSVs) is developed and de-

monstrated with an example vehicle configuration.

The AHSV air-data estimation strategy emphasized

mprovement of the angle of attack estimate accuracy to a degree necessitated by the stringent operational
requirements of the air-breathing propulsion. The resulting estimation problem involves highly nonlinear diffusion
process (propagation); consequently, significant distortion of a posteriorl conditional density is suspected. A
simulation based statistical analysis tool is developed to characterize the nonlinear diffusion process. The
statistical analysis results indicate that the diffusion process preserves the symmetry and unimodality of initial
probability density shape of state variables, and provide the basis for applicability of an Extended Kalman Filter
(EKF). An EKF is designed for the AHSV air-data system and the air data estimation capabilities are

demonstrated.

Keywords : estimation, control, hypersonic propulsion

1. Introduction

Enthusiasm for hypersonic [light research has been
renewed by the promise of a fully reusable, horizontal
take off, single stage to orbit flight wvehicle with
air-breathing engines. Projected air-breathing hyper—
sonic vehicles (AHSVs), such as was envisioned with
the X-30 or National Aero-Space Plane (NASP) pro-
gram, would potentially be very efficient [1]. A unique
feature of this class of vehicles is the usage ol
air-breathing engines as the main propulsion system
during most of the ascent trajectory. Since typical
launch vehicles may allocate up to 90% of the vehicle
weight to fuel and oxidizer, using atmospheric oxygen
significantly reduccs vchicle weight when compared to
the rocket propulsion system with similar payload
capabillity.

Operational requirements of an air-breathing hyper-
sonic vehicle differ in many ways from conventional
spacecraft and aircraft, mainly due to its unique pro-
pulsion system. Design of an air-breathing hypersonic
vehicle will emphasize air-breathing engine perfor -
mance and stability. As shown in Fig. 1, the vehicle
lower surface would act as inlet and nozzle while
providing lift. Consequently, AHSVs will have pro-
pulsion, aerodynamics, and flight dynamics that are
highly integrated and interactive [1]-[3]. The [ight
control, guidance, engine control and vehicle cooling
are heavily coupled to provide the proper combustion
conditions.

The performance and stability of the air-breathing
engines can be characterized only if the nominal and
perturbations of the vehicle attitude in the wind frame
are specified. Past investigations of the sensitivity of
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ramjet and Scramjet performance with respect to air
data parameters Indicated that the operation of the
air-breathing engines outside the desigh envelope
severely degrades the propulsion efficiency and could
lead to combustion instability [41(5]. Consequently, the
air-data parameters must be accuratelv estimated on
board, in real time, to ensure proper operation of the
AHSV propulsion system.

II. Air data estimation requirements

Accuracy requirements for AHSV air-data state are
derived from the unique propulsion and control
requirements [41161[7). The AHSV trajectory optimiza-
tion and performance sensitivity results are used to
define the requirements. A summary of the require-
ments is in Table 1 below [4][7]. The most stringent
requirernenis are Imposed on the flow dirccion
parameters such as angle ol attack and side slip angle.
Additional 5% fuel consumption will occur If angle of
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Fig. 2. Sensitivity of the lincarized system to
attitude variations.

attack is changed by one degree from the design value
[6].

The angle of attack requirement for the AHSV
flight control system is extremely stringent. The
AHSVs exhibit highly nonlinear dynamics with respect
to the angle of attack variations. In order to demons-—
trate the sensitivity, the AHSV nonlinear dynamics
have been linearized numerically at a number of angles
of attack within a few degrees of the design flight
condition. The results, shown in Fig. 2, dramatically
illustrate the sensitivity of the linearized system to
changes in angle of attack. The curves shown repre—
sent the movement of the phugoid and short period
poles as a function of angle of attack. Note that only a
two degree changes in angle of attack significantly
alters the dynarnic properties of the longitudinal modes.

In order to stabilize and regulate the AHSV pro-
pulsion and flight control system, 0.1° angle of attack
and side slip accuracy requirements are Imposed.
However, 0.1° accuracy requirements in angle of
attack and side slip measurements are difficult to meet
with the cwrrently available air-data sensors. An
engine sensitivity analysisb notes that the free stream
conditions such as temperature, density and pressure
will also dictate the air-breathing engine’'s performance.

Table 1. Air-Data requirements.

States Required Range
Accuracy
o anlgle of attack 0.1° -5% to +30°
B side slip 0.1° t 5°

@ dynamic pressure 5% up to 2000 psf
0= free stream
density

T. free stream temp.| 0.5%

05% |up to 0.0025 slug/ft*

J60°R to 560°R

air relati
V, air relative 05% |0 to 28,000 fps
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Fig. 3. Schematic drawing of the X-15 ball nose
SENSOr.

II. Historic overview of hypersonic air data ins—

trumentation

Only a few hypersonic flight vehicles, from which to
draw hypersonic instrumentation technology, currently
exist. Among these, the X-15 and the Space Shuttle
Orbiter are the most significant..

X-15 Ball Nose Sensor : The X-15 was a rocket-
propelled hypersonic research aircraft. It had typical
missions of rocket powered boost from 40kft to about
200kft with a ballistic coast to a maximum height of
350kft while traveling at flight Mach numbers up to 7.
Reentry occurred at a high angle of attack to dissipate
energy while maintaining the skin temperature below
the 1200° F. The hypersonic flight segment typically
lasted 10 to 15 minutes [8]. As shown in Fig. 3, the

. sphere was housed in the end of the conic nose..

It was rotated by a hydraulic actuator to face the
stream-wise direction by nulling the differential
pressure hetween vertical and lateral pressure sensor
pairs. The alignment angles of the sphere with respect
to the aircraft reference axis indicated the angles of
attack and of side slip. The rear portion of the sphere
contained the mechanical and electrical components.
These components, along with the sphere, were cooled
by vaporized liquid nitrogen. Thus, the X-15 structure
and associated components behind stagnation points
were capable of withstanding temperature of up to
approximately 1200° F (922 K).

Space Shuitle : The reentry phase of the shuttle
flight [10] spans the Mach numbers from 27 to touch
down, the angle of attack from -5° to 45°, and the
peak stagnation temperaturc up to about 2000° F to
2300° F (1366 K to 1032 K). The Shuttle Entry Air
Data System (SEADS), designed for hypersonic flight
experimentation, is currently mounted on the Shuttle
Columbia since the STS 61-C mission and 1s used to
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Fig. 4. SEADS orifice configuration.

collect atmospheric research data during entry opera-
tions [11]. As shown in Fig. 4, the SEADS employs a
cruciform array of 14 flush mounted pressure trans-
ducers on the nose cap as well as 6 static orifices
located aft of the nose cap.

The nose cap heating rates can reach 50 W/em?™.
The nose of the Shutile Orbiter functions as hoth a
Pitot- static probe and a flow direction sensor by im-
plementing numerical pressure sensor data processing
techniques [11[12]. A computational technique, which
includes calibration parameters derived from wind tunnel
data, iz used to extraclt air-data parameters from the
pressure field measurements without a rotating ball
nose. A rotating ball like the one used on the X-15
would have an operational Mach limit too low for the
Shuttle.

IV. Applicable ahsv air data aensor technology

From the list of existing or conceptual hypersonic
scnsors, several workable concepts are selected so
that, in the aggregate, they constitute a satisfactory
sensor package. Both pressure and optic based air--data
sensors were considered for the AHSV applications.
Among the pressure bascd sensor technologies, the
flush mounted pressure port sensors like the Shuttle
Entry Air Data Systemn (SEADS) are considered. The
Rayleigh scattering and Laser induced fluorescence
(LIF) techniques arc selected for the AHSV sensor set
as the most promising optical sensor technology.

Pressure based SEADS-like sensor system @ Multiple
pressure sensors are flush mounted on the nose
section of the vehicle. The surface pressure distri-
bution i1s measured by the array of flush mounted
sensors. A mathematical description of the forebody
pressure distribution is used to obtain the air data
state parameters..

On the basis of the modified Newtonian flow model,
the pressure at the i-th orifice can be written as :

1th pressure sensor

Ve

Fig. 5. Modified newtonian approximation of round
nose.

Pi=(P,— P.)cos?d,+ P for M.>1 (1

where 8, is the flow incident angle at the i-th orifice

(90° incidence, the flow angle to the normal to the
surface). The 8; can be writlen as:

cos 8;= coseacos feosp,+ sin Bsin 7;cos §;
(2)

+ sina@cos 8sin 7;8in &;

where 7, is the cone angle and &; is the clock angle.
If only the longitudinal motion is considered, as shown
in Fig. 5, the equations (1) and (2) simplify to:
P,=P,[{1— R(Mu))cos X a+ 7))+ R(M.)]
for M.>1 (3)

where the Rayleigh Pitot formula is:
X 2 T]—I
R= Lo _ 2 [ [ 2rMe —(y—1)
B [ (y+1)M§°] 7+1

Pt o
for Mw>1 (4)

where P; is total pressure.

Rayleigh scattering sensor : Rayleigh scattering is an
elastic scattering process where the frequency of the
scattered light is well removed from a resonance in
the atom. The scattered intensity is proportional to the
density of scatiering molecules. The broadening of the
scattered light spectrum is dependent on the tempera—
ture of scattering molecules and the Doppler shift is
dependent on the mean molecular velocity.

A Rayleigh scattering sensor may operate in a wide
altitude range, up to well over 200kft. The upper
altituide bound is determined by the loss of return
signal due to low scattering particle density. The
lower bound is set by excessive Mie scattering effects
at low altifude due to high concentration of entrained
particles. Functional block diagram of the Rayleigh
Scatlering sensor is shown in Fig. 6.

The Doppler shift in Rayleigh scattered light can be
measured by spectroscopic equipment, such as the
scanning Fabry-Perot etalon. The Doppler shift fre—
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Fig. 6. Block diagram of rayleigh scatlering sensor.

quency and the flow velocity are related by the
expression below:

w_ow, 8 ©
where va is the Doppler shift frequency, v is the laser
frequency, ¢ is the speed of light, V is the flow
velocity. Three orthogonal sensors are needed to re—
solve all velocity components.

The major measurement error is in the process of
resolving the median frequency from the broadened
spectrum. Another measurement error arises from the
spatial resolution and alignment error at the sensing
section of the laser beam. The accuracy of this
technique is estimated to be about £2.5%[14] with the
spatial resolution of £0.75°. If a specially designed
molecular filter is used to resolve the 50% trans-
mission point, the Rayleigh scattcring device can
measure the velocity of a sample to about 0.3% at
30km altitude [15].

The performance degrades as altitude increases,
because the sensor performarnce is limited by photo—
clectron shot noise from the detected signal that
increases with altitude. At 60km, the measurement
uncertainty is expected to increase to 2%,; and will
further increase to 199 at 90km altitude.

The sensor noise can be modeled as shot noise with
standard deviation proportional to the square root of
the number of detected Rayleigh photons as shown in
equation (6).

(6)

Irhl) 1/2
AN, ]

Noise Intensity = [

The measured velocities of sampled air are coor-
dinate transformed to body axes to represent flow
parameters as shown in Fig." 7. The resulting mea-
surement equation is

(D= V(Hcos (0;+ a(H) + nl,, altitude, £) (7

where u, is the velocity measurement along the
sensing axis, V is the true air velocity and the s is
the associated velocity measurement noise.

Laser Induced fluorescence sensor The laser
induced fluorescence technique uses the properties of
the electromagnetic wave induced resonance of the

Laseroptic window 2

Fig. 7. Sensing coordinate for rayleigh scattering
Sensors.

Pump Laser

detector laser
and CCD optics

probe beam

W

Fig. 8 LIF laser and optical system configuration.

scattering particles [13]. When the laser frequency is
tuned to the resonant frequency, which is a unique
signature of the tracing molecules, the particle fluore-
sces at the resonant frequency and generates stimu-
lated emission. A fluorescence tracking velocimetry
uses a laser beam to coherently pump(tag) a small
volume of gas upstream to meta-stable level, then
another laser which iz located downstream elevates
the energy of the pre-tagged volume. When the
cnergy level of the molecule reaches a critical point,
an electron decays and creates fluorescence. Only the
pre-tagged volume will respond to the sensing heam
since only the energy level of the pre—tagged
molecules will be resomant with the sensing beam
frequency. The optical detector is used to sense the
presence of the fluorescence. The sensor configuration
is demonstrated in Fig. 8.
The velocity is approximated by

Ve Xdelector - thm (8)

At
which is the difference hetween the detector position
and tagging position divided by the time of travel. The
major error source is the spatial misalignment. Both
angular position and magnitude error can result from
misalignment of the tagging beam and the detector.
The measurement noise would be a combination of
spatial uncertainties and the false threshold of the
[luorescence detection. The threshold of the detectable
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Fig. 9. Scnsing coordinate for LIF sensors.

signal slrength is dependent on altitude; and can be
expressed as:

IS =1S(W|L|S(W)|exp{6.9(h/ hy—2)} (9

where Sp is the measured detector signal, $ is the
true signal, and h is the altitude in f{t., h, is a constant
with value of 300k ft. The noise is dependent on both
the signal and the altitude.

The overall sensor placement and configuration are
shown in Fig. 9 bclow.

The resulting measurement equation is:

wu ()= V(Hcos(0,+ a( D)+ n (S, altitude, D) (10)

where ui is the velocity measurement, V is the true air
velocity and the n, is the associated velocity mea-—
surcment noise.

V. Ahsv dynamics: diffusion process

In order to formulate the cstimation problem for
AHSV air data parameters, the diffusion equations that
govern the time evolution of the air data state condi
tional densities are formulated from AHSV flight and
propulsion dynamics.

For the demonstration of estimation process at
Mach 10 to 15 regime, a vehicle model was formulated
in an LVLH frame. This model was derived based on
the assumption of rigid body motions through the
atmosphere of a rotating spherical Earth. Currently,
the longitudinal motions are only considered with an
equatorial launch to orbit scenario. The AHSV model
will be updated when lateral propulsion and acrody-—
namic data are available. The gravitational acceleration
has heen modeled with altitude variations. A sta-
tionary almosphere with no wind is assumed.

The forcing and control coefficients are obtained
numerically from the AHSV design simulator develo-
ped in Charles Stark Draper Lab. The simulator
contains hypersonic flow and propulsion models that
employed panel methods and chemical reaction pro-
perties. For simplicity, the aerodynamic and control
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Fig. 10. Plot of drag coecfficient.
coefficients are further parameterized by applying
polynomial approximations to the tabulated coefficient

data. The resulting equations that describe the vehicle
motion are[16]:

V=[wkR~ g B)lsin (60— a)+ Q.[ Cr(M.a, R) — Co(M, &)]
+ Qu[ cxa‘(M,ﬂ’, 5(’) + C:cé'r(Ms a, 57")]

+QIC. (M, 2,8 Cr(M,e, )+ C ;: (M, a,6p]] (1n

a= ﬂgl—%— wg_R cos(@—a)+q—2a),;+%[CT,l(M,a,R)

+Ci(M, )~ C (M a,8)—C4,(Meadp]

- -QVH [ C zé‘-(M, &, 811)[ C ZET(M’ a, ST) - CTH(M: o, R)] ] (12)
&), me ~
0= =5 Cof M &, R)+ Cri(M, @)

+C mé, (M, a, 5::) + Cmc?,(M’&'v 67')

+ C s (M, 2,8 C 5 (M@, 80+ C,p{M,a, R)]] (13)
0=gq (14)
R=Vsin(6—a) (15)

where Normalized Dynamic Pressure Q,ZE—QL%’%—V)Q
and the state V is true air velocity; « is angle of
attack; ¢ 1s pitch rate; 6 is pitch angle; and F is
altitude. The parameters, wgz is earth rotation rate; g
15 gravity; S is wing arca; ¢ is wing chord length: m
is vehicle total mass, and [, is pitch axis moment of
nertia. The control variables are §&,, &7, and &, lor

elevon, throttle and thrust vectoring respectively.

The aerodynamic and control coefficients are
obtained numerically from the simulator and their
empirical approximating functions are plotted in Figs
10 o 18 to ilustrate the example behavior of the
AHSY dynamics. These results are based on a
nominal vehicle design optimized for Mach 10 to 15
flight, and the characteristics can change if the AHSV
is outside the design envelope.

The approximating functions that describe the thro-
ttle and thrust vectoring control coefficients are stated
in equation (16) through (21).
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Throttle Control Coefficients:

Crs,=Crp, 87 (16)
Czé‘l:chnaT (17)
C 7715-,—2: cmp 8T (18)

Thrust Vectoring Coefficients:

Cus, ® —Crtan(a+ Tp)d, (19)
C.s = Crycot{at+ Tp)d, (20)
c mé, = ij; cot ( ;U.TD) 617 (21)

where ¥'p are the nominal throttle setting.

Incorporating AHSV Flight Controller Dynamics: The
estimation and control problems are coupled since the
evolution of the state conditional probability density
function (PDF) depends upon conirol variables. For
example, if a [ull state feedback is considered for
generic vehicle equations as shown in equation (22),
then the evidence follows when ilhe associated Zakai
equation” is examined. The time rate of change in the
conditional densitics depends on state variables, time,
conirol variables, and measurements.

dx = Rx, Ddt+ 7.z, u, Ddi+ g(x, Ddw
u =K/ (x, 0 (22)
dz = h(x, Hdt+ dn

+ +
B2 Ly (xy, at+ e, DRV P (2, D,
(23)
— % iy )R, B0

where the Fokker-Planck operator L is

L(= B Ui, 0 )+ g Byl (e Daen )
(24)

For high Mach number flight, there exists a stable
controller design by Chamitoff [8] whose design is
based upon Lyapunov stability criterion and an A star
search method applied in a manner similar to that used
in norlinear dynamic programming. However, when
considering the estimator design, it is undesirable to
have the controller in a form of numerical search
codes; rather, an analytic form, especially a regulatory
feedback controller, is highly attractive.

A simple linearized controller has been implernented
for the design of the AHSV air data estimator [16].
For simplicity, the controller is designed based on a
linearization about the scheduled state trajectory, and
Linear Quadratic Regulator implementation using the
linearized model [16]. The constraints are defined by

the limitations on the acceleration magnitude due to
propulsion, structural dynamics, and human factors.
The resulting feedback gains were scheduled to cover
the entire Mach 10 to 15 flight.

VI. Estimation problem formulation
Model based estimation strategy is considered for
the air data estimation problem. The AHSV dynamics
equations ((11) through (15)) can be swnmarized as:

x=Fflx, D+ 7Lz u b
with controller z= K(x,? (25)

The diffusion process for estimation is defined as
the difference between the true state and its prediction.
Therefore the equation (25) is rewritten as pertur-
bations about nominal state and control trajectories as
shown in equation (26). For nominal trajectory xs and
us, the error dynamics can he expanded as:

Let x,=x—=x, and w,=u—u, then
xo=x— %= J(x,+ 2, D+ File+ 2o e+ up ) (26)

During high Mach number flight at high altitudes,
the disturbances are predominantly caused by atmos-—
pheric density fluctuations. For any given time, the
free stream density is spatially distributed over the
flight trajectory. As the AHSV fly through that
density field, the disturbances can be obscrved as a
Markovian random processes. With the density distur-
barice model, the diffusion process beccomes:

xy= x— x,= flxet 20, D+ Flxetx,, u,+ ue )+ g, + 2., Hw
27

With the proper feedback control model, the equation
(27) can be simplified as:

dV=A(V, a)di+gi(V, a)dp®
da=f(V,a adt+a3(V, a, g)dp" (28)
dg= fi(V, @)di+ g3( V, a)do"
with the observation equations:
P,=P,[(1—R(M.))cos *(a+ n)R(M)]1+ P,
u,= Veos (8,+a)+ n, (29)
u,= Vsin(8;+ @) + ny,

Objective @ Equations (28) and (29) form the co-
mplete filtering equations. In the Tto / Langevin
Stochastic Differential Equation formi

de=flx, Hdt+ g(x, Ddw

(30
de= W(x, Ddi+ dn
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The filtering problem is to find the conditional mean
of state variable x; and the fillering process requires
knowledge of:

A Posteriori Dl £12) or pi (s, )

Conditional Density ~Z={z}tIN[0, ']

where (31)

VII. Visualization of conditional density propagation

The AHSV air data estimation problem involves
soong to time-dependent nonlinear estimation edquations
[171- [19]. Unfortunately, the solutions to these PDEs
are infinite dimensional in nature. Exact solutions are
rare (known for the linear dynamics case (Gaussian)
and Bene’s equation). In practice, some form of
numerical approximation is unavoidable [18]{20].

The Extended Kalman Filter is one of the approxi-
mations that is widely used because of its simplicity
and because its moment equations are innovation
independent. The EKF requires several assumptions on
its conditional probability densities. Most importantly,
the conditional probability density distributions must
be symunetrical and unimodal such that the entire odd
moments will vanish. Therefore it is desirable to
analyze the time evolution of the conditional densities
to validate the usage of EKFs.

An engineering method, which visualizes the cha-
racteristics of time dependent density functions with-
out solving for the Zakai equation, would be highly
desirable. The approach taken here is based on the
numerical simulation. The AHSV dynamic model, in
diffusion form, has been flown in the simulation [or a
large number of runs (10000 per [light condition) with
the simulation setup shown in Fig. 18.

The collections of state error response ensembles
are saved through multiple simulation runs. The
collections of state error cnsembles are then presented
in a histogram format to represent the snapshots of

Initial Cond.

and Nominal
. State
Schedule

State Errors
Are Recorded

Density High Fidelity
Disturbances Nonlinear

Model AHSV
Dynamics

Data
Storage

Flight
Control
System

Control
t r Schedule

Fig. 19. Configuration of AHSV flight simulation.

Nominal

state error probability. This result is also the graphical
solution to the Fokker-Planck equation;

(gfxn Dedx, )
(32)

L= 22 (il )+ 5 g

dx,0x,

Simulation results: The simulations were completed
with 10000 runs per segment of the flight trajectory.
The flight conditions corresponding to Mach numbers
10, 13, and 15 arc selected. Fach flight trajectory
consisted of a 100 sccond [light scgment. The 100
second duration was selected and considered adequate
since most initial transients will dic out within a few
seconds into the flight as verified in the control
system design section.

The size of fluctuations of the state variables about
their nominal values will aflfect the apparent nonli-
nearities. It is suspected that as the magnitude of the
[uctuation increases, the deformation of the densities
will increase due to a larger nonlinearity effect. There-
fore, the initial condilions and the driving disturbance
noises (air-density fluctuations) were set to the maxi-
mum allowable values while keeping the flight
conditions in a realistic range. The air-density dis-
turbances were increased until the angle of attack
response was approximately 0.5 degree ram.s. at Mach
10, which is close to the maximum tolerable value for
the stable operation of the controller.

The resulting histograms are shown in Fig. 20 to
23. As can easily be seen from the Figs, the densitics
retained the general shape of the Gaussian initial
density. The results were consistent for all three
segments of the nominal [light trajectories.

The air-density disturbances werc further increased
until significant distortion can be observed. The resul-
ting histograms are shown in Figs 24 and 25. After
about 5 seconds into the simulation run, the initial
Gaussian density diffused and distorted into asym-
metric probability distributions with multiple modes.
At this time, the controller failed to stabilize the
vehicle.

Within the narrow stable operating envelope, the
observation process has been analyzed for the linearity
through the nominal state trajectories. Because the
nonlinearities involved in observation are mostly co-
sines and sines, and due to the small angular ranges
ol signals considered in this case, the observation
process can be considered nearly linear, and the
process will not deform the density significantly.

The evidences from the propagation of densities,
and from the observation process suggest that if the
initial condition satisfies Gaussian assumptions, then
the propagation and update cycle will preserve the
density shapes over tirme as long as the vehicle is in
stable condition. Thesc evidences suggest that the
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Fig. 20, Histogram of velocity erver (mach 10 no- Fig. 23, Histogram of milch ervor (mach 10 nominal
minal operation). operation).

Fig. 24 Histogram of velocity ervor (mach 10 large
Fig. 21. Histogram of angle of attack error (mach disturbances - unstable).
10 nominal operation).

Fig. 25. Histogram of angle of attack crror (mach

10 large disturbances - unstable).
Fig. 22. Histogram of pitch rate error (mach 10 &

nominal operation).

VII. Extended kalman filter devel opment
The evidence shown by Visualization of Condi-
Exlended Kalman Filter should work satisfactorily for tional Density Propagalion suggested that the Extended
the considered range of the flight envelope. Kalman Filter is applicable for the hypersonic flight
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condition from Mach 10 to 15. A continuous - discrete
form of EKF is implemented. The eguations (28) and
(29) can be stated simply as:

(0= rF(x, D+ g (x, Dw(d)
2B =h(x(k), B+ n(k

(33)

where {w(t)} and {n(t)} are zecro-mean. white Gau-
ssian noise processes with:

w(Hw(n) = Q(Hs(t— 1) and
el n Do) = RNt~

and for t=t, and x(t.)=N(x,P.) and k=tx. The pro-
blem is specialized by assuming the case of unco-
rrelated process and sensor noisc.

With the linearization defined as:

F(i o=t ) ang e p=-2Rmi| 3y
the resulting EKF implementation is:
Propagation:

()= m(z(8), B

PO=F(x(8), DP() + P(OF(x(H, 7+ SQH ST
Update:
e+ e+ 1) =%(E+1/k)+ K+ 1) [2(k+1) — h(z(k+1/5)]
Plk+1/k+ 1) =[1— K(k+ DHGGE+ 1/ D) P E+1/R)
K(k+1) = PU+ 1/ H(Z(k+1/£) "+[
HOECR+ 1/ NP+ 1B H (4 178) T+ RO+ D]

(note:  #(f) =x(H—x(H is the estimation residual or
estimation error and x(k+1/k) is the estimate at time
k+1 given measurements up to k)

Detailed linearization results and implementation
issues are described in Reference 16.

Simulation results: The Monte Carlo sirmulation has
been performed with the vehicle, sensors and estimator
running simultaneously. The nominal flight conditions
are the flight velocity of 3000m/s, 2.7 degree angle of
attack (design value for steady state), and zero pitch
rate. The external disturbances are chosen to match
the effective acceleration disturbances, and they are:
0.lm/s® (roughly 1/100th of g) axial accelerarion, 0.1
deg./sec. angle of attack rate, and O.Oldeg./52 pitch
acceleration. These flight conditions and the effective
acceleration are considered to be a mild operating
condition. The initial state covarlance matrix was
assumed to be uncorrelated and thus the diagonal form
with the state uncertainties of 1 to 10 m/s in velocity
errar, 1 degree angle of attack error and 0.01 deg/sec
pitch rate error.

The air-data sensor configuration consisted of a
realistic  Fig. based on available technology. The
pressure sensor accuracy of 2% (SEADS) and the
Rayleigh Scatlering schsor with 08% accuracy were
used for the simulation. Since the air data sensor noise
characteristics can be known a priori with a relatively
good accuracy, the filter noise covariance matrix was
assumed to be the uncorrelated diagonal form with the
2% and 0.8%5 respectively from the nominal.

A set of typical estimator response is plotted in
Figs 25 through 27. The angle of ailack estimation
efTor response 1s plotted in Fig. 28. As shown in Fig. 28,

1 Velocity in m/s -
[4X-]
06
sohid - state variable
0.4 dashed estimate o
021 )
O [ N i
025 08 1 5

time in Sec.

Fig. 26. True air velocity tracking error and esti~
mate.

Angle of Attack in Deg.

0.1

0.2

03 solid - state variable

04f dashed estimate 4
-0'50 o5 1 15 2

time in Sec.
Fig. 27. Angle of attack perturbation irajectory
and angle of attack estimate.

pitch rate in Dep./Sec,
a8 ™

08 solid - state variable k

dashed estimate

-0'30 05 1 15 2

time in Sec.

Fig. 28 Pitch rate trajectory and pitch rate esti-
mate.
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Angie of Attack Estimate Error {deg.)

1 —

solid - Estimation Error
06 daskied Square Root of Covariance

- * . .
o 0.5 1 18 timeinGec. 2

Fig. 29. Estimator performance (angle of attack
estimation error).

the achieved performance was off by factor of 2 from
the required accuracy of 0.1 degrees. Since the SEADS
performance was about 0.5 degree in angle of attack,
the improvements achieved by the EKF imple-
mentation are limited to a factor of two. These results
suggest that the sensor hardware improvements are
necessary for further accuracy gains, but less than
order of magnitude improvements are needed.
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