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of the Filtered-x/Constrained Filtered-x LMS Algorithm
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Abstract

Many of the active noise control system utilize a form of the Jeast mean squarc(LMS) algorithm. This paper discusses

the dependence of the convergence rate on the acoustic crror path in the popular algorithm which is conventional “filtered-x

LMS” and introduces new algorithm “constrained filtered-x LMS™. The proposed mcthod increase (he convergence region

regardless of the time-delay in the acoustic error path. In the algorithms, coefficients of the controller are adapted wsing the

residuals of constrained structure which are defined in such a way that the control process become stationary. Advantages

of constrained filtered-x LMS algorithm is illusirated by convergence analysis in the mean sensc.

I. Introduction

In the active control of noise in ducts, it is conumon
practice to locate the emor microphone at a reasonable
distance from the control source to avoid the near-field
effects by evanescent waves. Such a distance between the
contral source and the error microphonc makes a cerain
level of time delay inevitable and, hence, yields undesir-
able effects on the convergence of the filtered-x LMS
algorithm, This paper discusses the cffects of the rime-
delay on the convergence analysis of the filtered-x and
constrained filtered-x LMS algorithm which is proposed
recently to overcome the aforementioned deficiency of
filtered-x LMS algorithm. Advantages of constraint filter-
ed-x LMS algorithm will be fusther illustrated by con-
verigence analysis in thé mean sense. Robustness of the
constrained filtered-x LMS algorithm to the efror path
delay is demonstrated through a numerical analysis.

II. The Filtered-x and Constrained Filtered-x
LMS algorithm

Figure 1 shows a block diagram of an adaptive con-
trof systemn based on the filtcred-x LMS algorithm for
the cancellation of noise. The filtered-x LMS algorithm
is described by the following equations [1]:
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Figure 1. Block diagram of noisc cancellation systcm.

where d(k) is the destred signal and x(k) is the primary
noise source signal. 7 is the convergence rate which de-
termines the speed of the adaptation. The controller W is
represented by a FIR filter of order g. Assuming slow
time varying weights, ie. w,(k—7)= w,(#), the filtered-x
LMS algonthm is derived based on the steepest descent
method. The H, FIR filter of order p, represents the error
path consisting of acoustic path between the control source
and the error microphone. Such an eror path makes a cer-
tain level of time delay incvitable and, hence, yield unde-
sirable cffects on the convergence speed of the filtered-x
LMS algorithms which is popular because of its simplicity.
Let us consider another set of error (k) defined by

(k) = d(k) - )i“h 3 bR k=~ ), 3

which is obtained by imposing the constraint w,(k— ;)=
w, (&) on the original error (k) of the filiered-x LMS

algorithm. It is derived 0 modify the adaptation rule given
in egs. (1-2) as follows[2,3,4] :

w0, (bt D= 10,(B) + 276(%) Sj;J mxtk—i—0). (@
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This is so called the constrained filtered-x LMS algor-
ithm. Modified Error e(k) can be represented in terms of
the original error from Eqs. (2) and (3) as follows :

k) =elk)— }g ,‘i:(. Ry w (B xk— = i)
* f\ 33 Beh— ) x(k—j— ).

1II. Convergence Analysis of the Constrained
Filtered-x LMS Algorithm in the Mean Sense

(&)

In this section, we discuss the convergence propertics
of the constrained filtered-x LMS algorithm in the scnse
of mean value of weight, It is very difficult to examine
the stability of the constrained filtered-x LMS algonithm
in general. We derive the region of h which makes the
controller stable in a specific case where the emor path s
a very simple n-step time-delay system. Let’s assume that

error path H and its model T are represent as follows :

H=[0....,0,h,, 0,....01",
H=[0,....0,hpem, 0,.... 01", 6

H. the estimated model of H, is inmoduced to accom-
" modate the real-world situation where twe error path
mode]l can not be identified cxactly. Therefore actual
constrained filtered-x LMS algorithm can be written in a

vector form as follows :

W(k'i'l) = W(k) +2 775(‘() hn-lmx(k—m). (N
e(k)= d(k)~h, X(k)" W(k~ n), (8)
(k) = d(k) —hoypn X(k—m)" W(E)
=e(k) 1 hyym X(b—m)" Wik—n—m)
—hpsm X(k—m)" Wk )
= d(k) —h, X(k)T W(k—n)
Fhpyw X(k—m) T AWk~ n—m)— W(&)),
where

Wik = [wo k), w(R), ..., w(B]",
X(k)={x(k—n), x{tk—n=1), ..., x(tk—n—g)]".

Let’s take expectation on the eq.(7) then

E(W(k+1)) = E(W(R) +27E{h, . X{(k—m) c(k)}. (10)

29 E{h, .., X(k=n) e(k)} can be rewritien as
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27E{h,m X(&— m) e(k)}
=27{hR 4~ hhR ,E{ W(t— )}
, (1)
+H°R, E(W(k—n—m)— W(H)].

whete X(k)=X, X(k—m)= K, hoem=h, h.=h

R, =Eld(k) X(k—m)}, R, =E{X(t—m} X(K)"},
R o =E{X(B X(k—m}7}.

The R, and R, arc the auto-corrclation matrix and

the cross-correlation vector, respectively. Note that elements

of matrix R, are complex numbers in general. The shur

XX
decomposition of R, gives matix T whose diagonal
terms are eigenvalues of R, as follows:

R, =UTU '=UTU",

vu =1, (12)
TI:‘=/‘I= 0I+jwi'

The optimum weight vector, W*, that results in a gr-
adient of zero, is
R.'R

LI S N
W= h . (13)

Substituting eqs.(11-13) into eq(10} gives

U "E(WE+D-W) - U "E(WR-W)+2,U (R

—hhR , EIWik—m} + R*R  E(W(k~n~m)— W(A)].
(14)

By introducing a vector V(k), which represents the
difference between W(k) and iis steady state value W*,

we can rewrite as
W) = W* + V(k). (i5)

By substituting eq(15), the updaie form of constrained
filtered-x LMS algorithm can be written as follows:

Vik+D=(1-22T)V(B+228° T V(b—n—m)
-22h W T V{k—n). (16)

To find the analytical stability condition, let's apply
Z-ransfortn 10 eq{16).

zn+m+l V(O}

(- 27h Tz "+ 2 s h T2 ~27heT ©
(17

V(?) - I?n+m+i
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All poles of V(z), the roots of the following character-
istic equation, must be located inside the wnit circle on
z-plane to stabilize the update process.

det(I—(I-29R°TYz ' +22hh T2z "}
(18)
-22hfTz7"" " ) =0.

Then using det{U] det[U '] = 1, eq(18) is rewritten as

I:]b (I~ (1=-278%4)e " +29fih Ae ~17*V

19
—21??121{'.6 —if{ntms l)) = (.
We investigate the convergence ranges in detail for the
following special cases.

Dm=0, h=H8

This is the case when H and T are n step delays
with same gains. From eq(19), the stable range of 7 can
be obtained as follows :

0<n< (20)

1

B A
where A, represents the maximum eigenvaiuc of the
auto comrclation mawrix of the input signal. It shauld be
noted that the convergence region of 7 becomes indepen-
dent of the delay. In case of the conventional filtered-x
ILMS algorithm, reference [5,6) showed that the stable
mnge of 7 as follows :

- n
SN ——— 5
0¢p¢—— k2 @n

Hence, the convergence speed of the filtered-x LMS
algorithm is expected to decrease with increasing delay
n. So we should consider the ervor path delay when we
choose the convergence rate 7, otherwise the update pro-

cess becomes unstable.

2) m=0, h*h

This is the case when H and H are n step delays with
different gains. From cq:(iQ). the stable range of 7 can
be obtained as follows :

1 cos{n+1)&— cosné
0 2 hi—%h h— 2R cosnd @)

We can find stable bound from eq.(22) in a numerical
way. In case of conventional fiftered-x LMS algorithm, re-

ference [4,5] showed that the stable range of 7 as follows :

. x
3] Y
0< 7 ¢ m‘lj‘—L . 23

By the numerical simulation, egs.(22-23) is illustrated
in the Figure 2 {@= h/h). It is noted that convergence
bound of constrained filtered-x LMS algorithm is less
sensitive fo the system defay than filtered-x LMS algor-

ithm,

(b) Constrained Filicred-x 1.MS algorithm

Figure 2. Convergence bounds of the Filtered-x LMS algorithm
and Constrained Filtered-x LMS algorithm.

1V, Conclusion

We introduce the convergence analysis of the constra-
ined filtered-x LMS algorithm in the mean sense. We
derive the region of the convergence rate, 1 which makes
the controlter stable for a special case where the error
path is a simple n-step time-delay and true error path
model can not be identified exactly. Also it is demonstr-
ated by the numerical simulation that convergence bound
of the constrained filtered-x LMS algorithm is less sen-
sitive to the time delay than filtered-x LMS algorithm.
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