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A Performance Analysis of
the Virtual Cell System for Mobile Hosts

Kyung-Shik Lim’

ABSTRACT

In this paper. we analvze the performance of the virtual coll svsteml1] for the transmission of [P datagrams in
mobile computer communications. A virtual cell consists of a group of physical cells whose base stations are
implemented by remote bridges and interconnected via high speed datagram packet switched networks. Host mobility is
supported at the data link laver using the distributed hierarchical location information of mobile hosts. Given mobility
and rommunication patterns among physical cells, the problem of deploving virtual cells 15 equivalent to the optimization
problem of finding a cover of disjoint clusters of physical cells. The objective is to minimize the total communication
cost Tor the entire systern whoere Imterchestor communication B more expensive thun mtracluster communicationf2]. Once
an optimal partition of disjoint clusters is obtained, we deploy the virtual cell system according to the topology of the
optimal partition such that each virtual cell corresponds to a cluster. To analyze the performance of the virtual cell
system, we adopt a BCMP open multiple class queueing network model. In addition fo mohility and commuaication
patterns among physical cells, the topology of the virtual cell system is used to determine service transition probabilities
of the queueing network model. With various system parameters, we conduct interesting sensitivity analyses to
determine network design tradeoffs. The first application of the proposed model is to determine an adeguate network
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Dandwidih for base station networking such that the networks would not become a bortleneck. We also evaluate the

network wtilization wnd <vstem response time due to various tvpes of messages. For instance. when the mobile hosts

begin woving Tast, the migration rate will be increased. This implies more handoff messages and more forwarding

aperations. The netwurk traffic should be imereased accordingly. The results of the performance analysis provide a god

evidence 1o demonstrate the syssem efficieney under different assumptions of mobility and communication patterns.

1. Introduction

As computers hecome more powerful and portable
with the appearance of high-speed wireless interfa-
ces, there has been an increasing demand on the pro-
vision of mobile computer communications in TCP/IP
environments. As an effort to meet this demand, we
have proposed a virtual cell approach to the trans-
mission of IP datagrams for mobile computer comm-
unicationgf1]. As depicted in Figure 1, a virtual cell
consists of a group of physical cells whose base
stations are implemented by remote bridges and inte-
rconnected via high-speed datagram packet-switched
networks., Examples are Asynchronous ransfer Mode
(ATM) networks and Switched Multi-megabit Data
Services(SMDS) networks. Host mobility 1s suppor-
ted at the data link layer using the distributed hier-
archical location mformation of mobile hosts. It eli-
minates the necessity of IP-level mobile host proto-
cols and achieves a logically flexible coverage area
according to moebility and communication patterns

amoeng physical cells.

Mobility and data traffic patterns among physical
cells can be represented by the move and find freq-
wencies among bhase stations, respectively, because
base stations arc served as the interfaces between
mobile hosts and base station networks. In other
words, base stations are regarded as traffic sources
and destinations from the prospective of the virtual
cell system. There are three types of messages
entering or leaving the virtual cell system via base
stations’ the handoff, data, and address resolution

messages. The handoff messages are generated due

to move operations and the data and address resolu-

tion messages are due to find operations.

Given the move and find frequencies among n
base stations, the problem of deploying m virtual
cells is equivalent to the optimization problem of
finding a cover of m disjoint clusters of contiguous
base stations, so as to minimize the total commu-
nication cost for the entire system where intercluster
cornmunication i more expensive than intracluster
communication for each type of operation. Note that
the optimization problem differs from general graph
partitioning problems in that it additionally considers
underlying topelogy constraints, such as the linear
arrangement of n base stations in highway eellular
systerns and the hexagonal mesh arrangement of n
hase stations in hexagonal cellular systems. In {2],
we have presented an optimal partitioning algorithm
of O{mn® by dynamic programming for a linear
array of n base stations and several heuristics for
multiway partitioning of a hexagonal mesh of n base
stations.

[ VinualCell 1 Vial Cell m

|
#ixed Networks

Fixed Networks

(Fig. 1) The Virtual Cell System Architecture



Once an optimal partition of m disjoint clusters is
obtained by the algorithms in [2], we can deploy a
virtual cell system as shown in Figure 1. Each
cluster corresponds to a virtual cell Virtwal cell 4,
where 1<i<m, is implemented by interconnecting
the base stations of the ith cluster and an ARP/
Location server by a base station network. These m
virtual cells are interconnected by the backbone net-

work.

In this paper, we deal with the performance
analysis of the virtual cell system deploved accor-
ding to an eptimal partition. The virtual cell system
is modeled as an open multiple class queueing net-
work in Section 2. The move and find frequencies
in conjunction with the topology of the virtual cell
system are used to determine service transition pro-
babilities in the queueing network model as well as
the arrival rate for ecach type of messages. The
performance measures and evaluations are described

in Section 3 and 4, and we conclude in Section 5.

2. Performance Model

We adopt a BCMP open multiple class queueing
network to model the virtual cell system, as
depicted in Figure 2. A virtual cell is modeled as a
number of base station nodes, an ARP/Location
server node, and a base station network node which
captures traffic characteristics among physical cells
in the same virtual cell. But, in order to capture
traffic characteristics betwcen virtual cells, a sepa-
rate service node is used to model the backbone
network., Messages [rom mobile hosts enter  and
leave the network model, only going through base

station nodes in the virtual cell system,

The base station nodes of virtual cell [ are

sequentially indexed as 1,2..... n, In an arbitrary

order, where =, is the number of base stations in

virtual cell 1 such that 2ln,=n Denote 1j as
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Backbone network

(Fig, 2) The Performance Model of the Virtual Cell System

service node j n virtual cell £ The network model

with N=n+2m+1 nodes is defined as follows:

1. A base station node is labeled i, where
l<i=m and 1=j<n, and modeled as an FCFS
type of service station with a fixed service rate u
for message class r. The messages in the queue are
transmitted to its base station network node or
leave the network model

20 A base station network node Is labeled (6
where 1<i<m, and modeled as a PS tvpe of service
station with a fixed service rate p. for message
class r. The messages in the queue are transmitted

to its base station nodes or ARP/Location server
node,

3. An ARP/Location server node is labeled 15,
where 1<i=m, and modeled as an FCFS type of



orvice <t with o fined service yale g2, for
message class oo The messages m twe queue are
rransmitted o its base station network nodes or the

hackhone nelwork node.

4. The hackbone network node is labeled [3] and
modeled o= 8PS tvpe of service station with o
lxed serviee rvate g, for message class r. The
messages o the queue  are  transmitted 10 ARPY

Location server nodes of wirtual cells.

The analvsis is based on the following assump-

fions:

1. Giiven a hexagonal mesh of base stations of
size s it is known that the number of base stations
arc n=3s —3s+1 and the number of columms in
each three directions is ¢=2s—1. From left 1o right,
each column is indexed as 0,1,2,....4—1. Then the
nodes of every column 1 are sequentially  labeled
ivdisdvl,id+2, ..., from bottom to top. Denote
mindex and cindex as the node and cluster indices,
respectively. An optimal  partition produced by the
algorithms[2] can be represented by an index pair
tnindex, cindex) for every base station. Figure 3(a)
depicts an optimal partition for a hexagonal mesh of
size 2. Nole that the node index reflects the

underlving topology of the hexagonal mesh of base

Cluster 1
n- c-
indexX | index
0 2

B B A
WU o = B

Cluster 2

(a) The labelingz scheme in the optimization algorithms

stations. Thus, given the node index of a hase
station, its neighboring base stations can be directy

identified by the labeling scheme of the algorithms.

In addition to the node index, the network model
of the virtual cell system also requires base stations
to be logically indexed because a base station in a
virtual cell can change into another virfual cell
according to traffic patterns. Denote wvindex and
bindex as the virtual cell and base station indices,
respectively.  The virtual cell index is directly
mapped to the cluster index and the base station
index is logically assigned so that the base stations
m a virtual cell is sequentially labeled 1,2...., in
an arbitrary ovder. Figure 3(b) depicts the labeling
of the network model which corresponds to an
optimal partition in Figure 3(a). Thus, given basc
station xy in the network model, where x and v are
the virtual cell and base station indices, respectively,
its neighboring hase stations are directly identified
by the node index. Let Adilxy) be a set of hase
stations adjacent to xy. From Adi(z») wec can
identify which neighboring hase station belongs to
which virtual cell.

2. We use a flow-based mobility modell5] which

assumes that mobile hosts are uniformly distributed

in the area of a physical cell and the travel direction

Virtual Cell 1

¥

v-
index | i

n-
index

8
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Virtual Cell 2

{b) The cocresponding labeling in the network model

(Fig. 3) Labeling the Topology of the Virtual Cell system



of each mobile host with respect to the border is
aniformly distributed. Il we define e, 0 be the
density of the mobile hosts per bn® at the area of
base slation xy, v, to be the average speed in
kmfsec of a mobile host at the area of base station
xy, and L to be the length of the perimeter of the
area of a physical cell, then the average number of
mobile hosts per sec leaving base station xv Is
given by Mo,=p i/ Denote f,(xv.x'v') as the
move frequency from base station xy to one of its
neighboring base station x'y e Adi{xy). Then £,{xv,
x'y) =M S1Ad ), where | Adxl is the number
of base stations adjacent to xv and set to 6 in the

hexagonal arrangement of n hase stations.

3. If we define b 1o be the data rate in bifs/sec
of a wireless channel, / to be the average message
length in bits, and E to be the in-call probability in
Erlangs for a mobile host, then the non-blocking
data arrival rate in messages/sec at base station xy
is given by F, = zK'p Ebft, where B is the radius
in km of a physical cell. Denote fAxy,x'y) as the
find frequency from basc station xy to base stalion
Xy Then FAxy.x'y) is a fraction of F,, such

that x};f Ay, X y)=F .

4. The address resolution frequency is derived
from the find frequency. If we define F .- to be
the arrival rate in messages/sec of data messages
at base station xv, which are destined to base
stations i the same wvirtual cell x, ¢ o be the
average number of messages over a o conversalion
from the source mobile host to the destination

mohile host, and k,, to be the miss ratio of the

address resolution table of a mobile host, then the
arrival rate in messages/sec of the address reso-
lution messages at base station xy is given by
Ay=F,  h,lc, where F_ = %f,(xy,x’y’). Denote

Flxy, xy') as the address resolution frequency from

hase station xy to base station xy”. Then f,(xv, xv')

= B Jpar ol MAES ME A DE

is a fraction of A . such thal 237.(xv.xy)=A,.

It should he noted that the move frequency not
only affects the arrtval rate of the handoff messages
but also the forwarding rate of the data and address
resolution reply messages. For example, consider the
move froquency  f(xy, xv'). When a mobile host at
base station xy moves into base station xy’, it
mitiales a handoff request message to xy". But a
data message destined to the mobile host may be
forwarded to base station xy’ at hase station xy
during the handoff process. In the same way, the
address resolution reply message for the mobile host
from the ARP/lLocation server should be also for-

warded to base station xy’ at base station xy.

2.1 Multiple Ctass Traffic Model

There are three classes of messages entering the
network! the handoff request message, the data
message, and the address resolution request mess-
age. As each class of message traverses through the
network, it not only requires different service requi-
rements and different routing behavior, but changes
its class. For example, the base station received a
handoff request message from a mobile host sends
the message to the previous base station of the
mobile host. Then the previous base station multi
casts the message in its virtual cell to update the
distributed location information of the mobile host,
and at the same time it sends a handoff response
message to the new base station from which the
mobile host receives a handoff confirmation message.
thus, as a message of the handoff request class
progresses through the network, it is changed info a
message of the multicast class and next inlo a

message of the handoff response class.

After the handoff completes, a data message
destined to the mobile host will be directly delivered
to the new bhase station. However, during the han-

doff the data message will be first delivered to the



previous hase staton, which i turn forwards it 1
the new hase station. Thus, as 4 message of the
data class progresses through the network, 1t might
he changed into a forwarding message which may
he tvolved i a virtual cell or between virtual cells,
The forwarding message involved in a virtual cell is
referred 0 as the imtrg forwarding class message.
while that involved hetween virtual cells is referred
ta as the mter-forwarding class message. In the
same way, as a message of the gddress resolution
reguest class progresses through the network, 1t is
changed into a message of the address resolution
reply cluss at ARP/Location servers and possibly
the address resolution reply forwarding class at

hase stations.

Hence, the set of message classes in the network
can he partitioned into three subsets which contain
the message classes related to handoff, data, and
address resolution, respectively. Denote # = 1, 2, and
3 as the subscts of the message classes related to
handoff, data, and address resobution, respectivelv.
Even though any class r in a subset z can visit the
entire set of nodes N, we cannot define a routing
chain for cach subset z because a class r message
m a subset z may require different routing behavior
due to the topology of the virtual cell system.

For example, consider a handoff roquest message
from a mobile host which moves from an adiacent
base station into base station 12 in the example of
Figure 3(b). If the mobile host is from base station
11, the message will be directly delivered to its
previous base station 11 via hase station network
1B. However, if the mobile host is from base station
32, the message will be delivered to its previous
hase station 32, going through base station network
1B, ARP/Location scrver 1S, backhone network BI,
ARP/Location server 35, and finally base station
network 3B. Thus, in addition to the message class,
the topology of the virtual cell system should be

constdered to  determine the routing behavior of

messages in the network,

In order to incorporate the topology of the virfuat
cell svstem into the gueueing network model, it 1s
necessary to identify which base station generates
the message classes for cach subset z Thus, we
define a routing chain for the message classes of
each subset = generated by ecach base station, Then
there are 3n routing chains in the network, denoted
as E,.,, where 1<x<m, 1<y<#n, and z = I, 2,
and 3. For each routing chain £,,, the service
fransition probabilities are defined by the sct
{9 ;). Which describes the probability that a class
r message at node £ goes next to node Al as a

class s message, where sz and o, ke,

2.2 Arrival Process

We assume a Poisson state~independent arrival
stream for each routing chain, Denote A, , . as the
arrival rate corresponding to a routing chain £, ..
Then the arrival rate 4,,, is determined by the
move, find, and address frequencies among n bhase

stations.

1. A mobile host migrating from base station
x'y'=Adi(xy) to base station xy initiates a handoff
request message to base station xy. Thus, the
arrival rate for the handoff request class of
messages at base station xv can be represented by

A 1™ Ful X5 2xy).

¥y Adi )

2. A data message transmitted by a mobile host
at base station xy needs a find operation to locate
base station x’y’ to which the destination mobile
host bhelongs. Thus, the arrival rate for the data
class of messages at base station xy can be

represented by A, ,,= Izylff(xy,x'y').

3. The source mobile host performs address

resolution operations only when it resides in its



native virtual cell and the network address of the
destination mobile host indicates the same native
virtual cell. Thus, the arrival rate for the address
resolution request class of messages at base station

xy can be represented by A, ,5= 2, flaynxy).

2.3 Service Transilion Matrix

A service transition matrix P, .=[pul I8 to
be defined for each routing chain E, .. To deter-
mine service transition probabilitics, it is necessary
lo consider not only the move, find, and address
resolution frequencies, but alse the topology of the
virtual cell system. For the handoff message classes,
hase station vy mayv send and receive a handoff
request class message and a handoff response class
message to and from an adjacent base stations
st Adj(xy) on a different route in the network,
depending on whether base station st i1s located in
the same virtual cell or a different virtual cell. For
the data message classes, in the same way, base
station xy may deliver a data class message to base
station st=Adi{xy) on a different route, depending
on whether base station st 1s located in the same
virtual cell or a different virtual cell. If the data
class message arriving at base station st is to be
forwarded to an adjacent base station s'feAdi(s),
the forwarding message may also take a different
route in the network model depending on whether
st and st are in the same virtual cell or different

virtual cells.

(1) Handoff Message Classes

Consider the handoff request, multicast, and
handoff response message classes originated from
base station xy, ie, a routing chain E,,,. Define
Sg=Fulst,xm /A, to be a probability that a mobile
host at base station ste Adi(xy) moves into base
station xy. Denote xy’ as a base station adjacent to
xy in the same virtual cell x and xy" as a base
station adjacent to xy in a different virtual cell x”.
Then we can compute the following probabilities

D E e mER D v i T Aram A4 AT
& e E2E 0 sy & "‘I-_r_li"-‘ s #2633

from the move frequency:

« The probability that @ mobile host at base
station xy’ moves into hase station xy is given by

8o = falay , xvid, .

+ The probability that a mobile host in virtual

cell x maves into base station xy is given by

T v P R

» The probability that a mobile host at base
station x’y’ moves inte base station xy 1s given by
S o=y oA,

* The probability that a mobile host in a
different virtual cell x” moves into base station xv is

iven by 4, = O
given by 4, X'.y'r:;dj(.\'v) *

The service transition matrix P, ,, for the

handoff message classes originated from base station

xv 1s given as follows:

* For the handoff message classes when a
mobile host moves from hasc staion xv' e Adixy)
into hase station xy, service transition probabilities

are as follows:

Pt =1.0 and p .m0 =48, for the handoff
request class,

Poan=1.0 and pyp.a=38,/8, for the mul-
ticast class, and

Poran=100 and p 4..=10 for the handoff

response class.

= For the handoffl message classes when a
mobile host moves from base station x'v eAdi(xy)
into base station xy, service transition probabilities

are as follows:

Pt =10, Pomw=1-98, Pam=1.0,



£ ; Pesrew = 10, and
Do oS 480 for the handolf reguest class.
Do om=00 and  prp =078 for the

multicast class. and
P V00 beees - L0 B 1.0,

100 penan— L0, and  pan=1.0 for

the handoff response class,

(2) Data Message Classes

Consider the data, mntra-forwarding, and inter
forwarding message classes originated  from base
station  xy, Lo, a routing chain E, ... Define
@o— flxv, /A, to be o probability that a mohile
host at hase atation xv sends d data message o
base station si. Denote xy’ as a base station in the
same virtua! coll v oand X% as a basc station in a
different virtual cell v Then we can calculate the
folowing probabilities for the data message class

from the {ind frequency!

« The probability that a data message from base
atation vy s destined to base station xy’ 1 given by

ay =, AL

* The probability that a data message from base
station xy s destined to the base stations in virtual

cell x is given by o, = 2a,..
Rad

+ The probability that a data message from hase
station xy is destined o a base station x’v7 1s given

by g, Flay, 'y AL

+ The probability that a data message from base
station xy is destined to the base stations in a

different virtual cell x” is given by a, = 22,y
Xy

Let us now consider forwarding message classes
in the network. Consider the ecase that the source
mobile host al base station xy tries to send a data

message io the destination mobile host which s

moving from base station st into base station
SFeAdi(s). If the message transmission occurs
after the handoff completes, the message should be
directlv sent to base station st If the message
transmission  occurs before the handoff completes,
however, the message will be sent to the previous
base station st where it will be forwarded w the
new base station st Define r, to be the average
time in second for a mobile host to stay at base
station st hefore it leaves. Then r,=HyM,, where
H, is the total number of mobile hosts at base
station st and M, is the average rate of mobhile
hosts per second moving out of base station st
Given the average handoff time r;,, the probability
that @ message destined to base station st 1s
forwarded to base station s'¢feAdist) is given by
o,= 1/t Adi(s0|. This should he a valid estimate if
an MH migrates independent of when it receives
data messages.

Define ¢, to be the forwarding frequency going
out of base station st to base station s'te Adi(sh,
g% o be the forwarding frequency gomg out of
hase station st to all neighboring base stations in
Adi(st), and @™ to be the forwarding frequency
going out of all base stations in virtual cell s to

different virtual cells. Then g3%, = Ffdxy, sthog, o=

out out oué
‘.. and = Z ; ‘.
ﬁ'('f%}(ﬁ)QSt'é n 7 T SfeA si)«x'%sqs"s !

Define ¢, to be the forwarding frequency going
out of base station s'f=Adist) into base station st
4™ o be the forwarding frequency going out of all
neighboring base stations in the same virtual cell s
into base station st, ¢% to be the forwarding freq-
uency going out of all neighboring base stations in
different virtual cells into base station st, and ¢ to
be the forwarding frequency going out of all neigh-
horing base stations in different virtual cells mto all

base stations in virtual cell s. Then 42, =fAzy,
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and 4" = 2.

From the above forwarding frequencies. we can
compute the following probabilities used to determine
service transition probabilities for the forwarding

message classes:

+ The probability that a forwarded message ar
hase station st is routed to a different virtual cell is

given by B = ¢/ gq‘j,’”.

* ‘The probability that a forwarded message at
base station st 1s routed to base station si” in the

same virtual cell s is given by 895" = g5/ D41,
§F

* Therprobability that a forwarded message at
base station st 1s rouled to the base stations in a

different virtual cell s” is given by 7= l"/ 2g7.

+ The probahility that a forwarded message at
hase station sf is routed to base station $71° Is given
h}" Yor = Q‘:"/'x}-f SE;Q'I;/%

The service (ransition matrix P, , . for the data
message class generated at base station xy is given

as follows:

» When a data class message is destined to
base staton Xy i the same viruad cddl ¥ service

transition probabililies are as {ollows:

Poncens= 1.0 and  puynn = an/a, for the data
class,

Povron = O LAdROO bap: = (1= BTDEW,
and  pema= A2 for the intra-forwarding class,
and

e = 1.0, ﬁlii;ﬁ:.n'ﬁm??’nw‘ besiew= 1.0, and

P o= vy for the inter-forwarding class.

+ When a data class message is destined o
hase station 13" m a different virtual cell x') service

transition prohahilities are as follows:

Potam L0 Puger =1 ~ @ bepm = L0,
Panes = a1 —ad. peaesm= 1.0, and

Pemee = @i, for the data class,

Povicsr =0 LAV, b ogp o= (1 Ty gt
and  p g, 0= 87" for the mtra-forwarding class,
and

HET

Peoseas ™ L0 pasvn=7  Pracrm™1.0, and

P oppevs = ¥y for the inter-forwarding class.

(3) Address Resolution Message Classes

Consider the address resolution request, address
resolution reply, and address resolution reply forwa
rding message classes originated from base station
v Lo, d ronting chain £, . Denote A as the hit
ratio of the cache table at a base station for a
mobile host. The service transition matrix P, for
address resolution message classes  originated  from

base station xv 1% given as follows!

Pogen ™1 kg and pyye=1.0 for the address
resolution request class,

Popan— 10 and  puw.e=1.0 for the address
resolution reply class, and

b = o LA and  p gy = 1A 00)]

for the address resolution reply lorwarding class.

2.4 Traific Equations

suppose that e, is the average throughpua of
class » messages through node § in a routing chain
E. .. Then for node i and class r. (.9 =E, . ..

we can write the following traffic equations:

€ e P = €.
\m'_,\?-‘_:'bj s b e P i

where  p.,, 18 the probabilicy that an external arrival

is for node § and class r and determined by the



vate of external armivals of class » messages Lo node
gooSmee p,o0 for o some (GneE, . E,... 1S

open and =0 the traffic equations have a unicue

splution for {e.,.b.

3. Performance Measures

The BCMP theorem states that multiple class
queveing  networks  with the FCFS, PS5, IS, and
LCTS PR types of nodes have a product form
solution for the steady state joint probahility distri-
hution of the node statesf3]. Since in an open net:
work @ message sees the network in the steady
state when it leaves or enters the network, Little's
result can be applied to any given class of messa-

ges at a node.

Node §j has a fixed service rate of 4, and
relative throughput of e, for class r messages. The
service fime of IFCFS nodes is independent of the
class and so 1/g¢,=1/z, for all classes r. The
relative throughput e is the average number of
tmes that a class » message visits node if hefore
leaving the network., Then the total service demand

of a class r message at node [ is Dy = ety

let 7, be the external arrival rate of each class

r. The performance measurcs we can obtain from

the described queueing network model include:

+ The throughput of class r messages in the
steadv state is T,= 7,

+ The utilization of node § by class r messages
is U= g4y, hy Little's result. Thus, the utilization
of node § is given by Uy= %7,11,,, where B is
the set of all message classes.

+ The mean waiting time of a class r message
at node 17 for each visit is given by  Wy=(1/u,)/
(-,

» The mean time that a class r message spends

at node i during its stav in the network, 1e. the
mean residence time at node ¢ for class r is given
by @ = e, W,

» The mean time that a class r message spends
in the network, ie, the system response time for
class ris given by Q,= ;NQ,

+ The mean number of class r messages at

node i s L= 2.0, by Little’s result.

4, Performance Evaluations

This section gives the results of computations
from the performance measures of the queueing
network model. By changing the density, velocity
and in-call probability of mobile hosts among mobi-
ity and traffic parameters, we evaluate the utiliza-
tion of various network componenis and the system
response fime due to various messages. With the
same model parameters we also compare two diffe-
rent virtual cell systems: one deployed according to
an initial partition and the other deploved according
to an optimal partition with respect to the initial
partition. The initial model parameters are listed in
Table 1 and Table2.

The analysis assumes that the initial density of
mobile hosts in each of n physical cells is randomly
varied between 325 wmh/km’ and 600 mh/km® such
that the average density becomes 50X mh/km?. The
Initial velocity of mobile hosts in each of n physical
cells is also randomly varied between 5 &mw/Ar and
25 kmfkr such that the average velocity becomes 15
kmihy. The initial density of each physical cell is
increased with the same ratio at each step such that
the average density is raised from 500 mh/km® to
2000 mh/km®. After the average density increased
up to 2000 mhfkm®, the average velocity is then
increased from 15 km/kr up to 30 km/kr in the
same way and then the in-call probability is raised
from 0.5 up to 10. The base station network service

rate g, and the backbone network service rate pgy



represent  the service rate of the same physical

transport network.

{Table 1> Initial System Parameters

system parameters initial value
the number of base stations(n) 19
the number of virtual cells(rm; 3
base station network service rate( ;) 45Mbps
backbone network service ratel pp) 45Mbps
base station service rate{ g, 4 5Mbps
ARP/Location server service rate( p;) 45Mhbps

{Table 2) Initiai Mobility and Traffic Parameters

mobility and traffic parameters initial value
average density of mobile hosts at physical| CL
cell Xy( px)] X ll’lh,—’ kwm
average velocity of mobile hosts at phy- ~
g & L o 15 kmvhr
sical cell xy{ v}
cell radius(f?) 1 kmn
data rate of a wireless channel(b} T2 Khps
average message length(f) 4 Khits
Erlangs per mohile host(E} 0.04
average number of messages over i comn 20
versation{c}
address resolution miss ratio at a mobile 03
host{ &,,) '
address resolution hit ratio at a base sta- 05
tion( J ) ”
probahility that a mobile host is powered 05
on -
average handoff timet 7t I see

Figure 4 and Figure 5 depict the utilization of the
network components in the virtual cell system which
is deploved according to an initial partition and an
optimal partition, respectively. Since the same phy-
sical transport network is used for both base station

networks and the backbone network to construct a
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virtual cell system. the network utilization of Figure
4 and Figure 5 represents the sum of all utilizations
for three base station networks and one backbone
network. The utilization of the ARP/Location server
and base stations represents the average utilization

of an ARP/Location server or a base station.

As depicted in Figure 4, the high utilization of
the ARP/Location server for the initial partition



rnphes that there s s large volume of momline aoed
data e between clusters before the optimization
proces~. It i shown i Figure 5 that the inter
closter tratfic s significantly reduced after the opl
mizalion process, The less inter cluster traffic means
that the atilizatons of the hackbone network  and
hase station networks are also reduced. This iy due
t the fact that for handoff or data transfer opera
tons, mtra cluster traffic nvolves operations at only
one hase station network while inter cluster traffic
mvolves operations at {wo base station networks and

ane backbone network.

It is interesting o observe that the average utili-
zatuon of o base station for the optimal partition is
slightlv: higher than that for the initial partition and
it is especally sensitive to the velocity of maobile
hosts. This is due to the fact that the optimization
process produces ag large clusters as possible within
the cluster size constraint in order 1o reduce the
total communication cost for the entire system.
Consider the impact of handoff multicast operations
m terms of cluster size. The number of mobile hosts
leaving o base station s determined by the density
and velocity of mobile hosts in its phvsical cell, not
the cluster size. For each leaving mobile host, the
hase  station invokes o multicast operation to  all
other base stations in the same cluster in order 1o
maintain the consistency of the distributed location
infurmation of the mobile host. Thus, a handoff
multicast operation within & large cluster involves
more base stations than that within a small cluster.
This increases the total utilization of hase stations.
When considering only the handoff multicast opera-
tion, the best partition would consist of equal-
weighted clusters where the weight of a cluster is
the product of the number of base stations in the
cluster and the number of mohile hosts moving out
of physical cells in the cluster. As the velacity of
mobile hosts increases, more handoff multicast ope-
rations will be needed, which in turn results in more

utilization of base stations.

The utidization of the ARP/Location server for the
optimal partition s less likely saturated compared to
that for the initial partition. However, the average
utilization of the ARP/Location server for the opti-
mal partition approaches to approximately 0.72 at the
saturation point of the in-call probability 08 This
means that the ARP/Location server for the largest
cluster of the optimal partition is saturated at the
in-call probability 0.8, The bottleneck in the ARP/
Location server comes from the fact that the desti
nation of data messages are randomly distributed
over the entire system and the locality of data traffic
patterns is not considered. Thus the ARP/Location
server may use a faster processor to resolve it
Adjusting the cluster size constraint in the optimi-
zation process could also alleviate the effect of the
largest cluster on the utilization of the ARP/Location
server. In this analysis, the cluster sizes of the
nitial partition are »; = 6, », = 6, and »; = 7, and
the cluster sizes of the optimal partition obtained by
using the cluster size constraint, 4<|P|<12, are =,
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From Figure 6 and Figure 7, it should be noted
that the significant difference in the utilization of the
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ARP/Location server between the initial partition and
the optimal partition comes from much less inter
cluster data traffic in the optimal partition. Thus, the
sensitivity of data messages to the density, velocity,
and in-call probability variations dominates the utili-
zation of a network component in the virtual cell

system.

For data messages, the increases in the density
and in—call probability of mobile hosts directly affect
the arrival rate of data messages. However, the
increase in the wvelocity of mobile hosts does not
raise the arrival rate but the forwarding rate of data
messages. Thus, as the velocity of mobile hosts inc-
reases, the utilization of data messages at the ARP/
Location server is slightly increased by the inter-
cluster forwarding data messages, but it could he
negligible compared to that of data transfer class of
messages. The utibization of the ARP/Location by
handoff messages 1s more sensitive to the velocity
variation than the density variation. The in call pro
bability does not affect handoff messages because it
only raises the arrival rate of data messages. Comp-
ared to data and handoff messages, the utilization of
the ARP/Location server by address resolution mes-

sages could be negligible,
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The system responsc time €, for each type of
ssapes e shown n Figure 8 and Vigure 9. In
the optimal partition, the svstem response time  for
data and address resolution messages is reduced at
the cost of shightly higher response time for handoff
messages. This is due to the impact of handoff
multicast operations on the relatively larger cluster
size with respect to the cluster size of the imitial
partition, as described previously., When considering
high mohility and data parameters, i.e., 2000 mh/ b’
30 kmikr, and 08 mn-call probahility of mobile hosts,



the mean landoft response time 3 msec s quite
acceptable. Given =ome  mobility and  data  traffic
parameters, the analysis shows a trade off between
the data and handoff response times. The much
larger volurme of data traffic over handot! traffic in
mobile dats communications reveals that even the
amall  difference in the data response time could
improve the overall system performance significantly.
Teo reduce the handoff response time, more strict
constraint on the cluster size is needed in the opti-

mization process.

5. Conclusion

To analvze the performance of the virtual cell
systerrt we adopt a BCMP open multiple class que-
ueing network. Since the same tvpe of message may
have a different routing behavior depending on which
base station belongs to which cluster, a routing chain
is defined for cach type of message generated by
each basc station. Both mobility and data traffic
patterns among base stations and the topology of
the virtual cell system @e used to determine service
transition probabilities in the queueing network model.
With various performance measures such as the uti-
lization of network components in the virtual cell
system and the system response time for various
types of messages, we have conducted sensitivity
analyses of those performance measures as mobility
and data traffic parameters vary, We also compared
the performance measures of two different virtual
cell systems which are one deployed according to an
initial partition used for the optimization process and
the other deployed an optimal partition with respect
to the initial partition, respectively.

References

[1] Kyvungshik Lim. Young-Hwan Lim, and Yann-
Hang Leec, “Virtual Cell in Mobile Computer
Communications,” Computer Comrunications, Vol
20, No7, pp.5R6-598, Aug. 1897,

[2] Kyungshik Lim and Yann-Hang Lee, “Optimal
Partitioning of Heterogeneous Traffic Sources in
Mohile Communications Networks,” IEEE Trans.
on Computers, Vol.46, No.3, pp.312-325, Mar. 1997,

13] Forest Baskett, K. Mani Chandv, Richard R
Muntz, and Fernando G. Palacios, “Open, Closed.
and Mixed Networks of Queues with Different
Classes of Custormers,” ]J. ACM, Vol.22, No.2, vp.
248-260, Apr. 1975

(4] Peter G. Harrison and Naresh M. Patel, Perfor-
mance Modeling of Communication Networks and
Computer Architectures, Addison-Wesley, 1993.

{5] R. Thomas, H. Gilbert, and G. Mazziotto, “Infl-
uence of Moving of the Mobile Stations on the
Performance of a Radio Mobile Cellular Network,”
Proc. 3rd Nordic Seminar, Paper 9.4, Copenhagen,
Denmark, Sep. 1988

Farled Ay

TA(FEAAL

University of Florida at

Gainesville, #4t&a &

3 (FshatAb)

19853 ~1998d S AAZAGTYETRD AYA+4

19983~ @A ZAEdigte HFE eI AP

P Bok  mobile wireless computing and commusni-
cations, high-speed commurnication networks,
parallel and distributed systems



