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Software Reliability Growth Modeling in the Testing Phase
with an Outlier Stage

Man-Gon Park!'- Eun-Yi Jung'

ABSTRACT

The production of the highlv reliable software svstems and theirs performance evaluation have become important

O Ny SRR SS SPUURIEE Ot S NS SN o - P - R T T
interests in the seftware industiy, The software evaluation has Deen mainlv carried ont i forms of hoth relability: and

performance of software svstem. Software reliability s the probahilitv that no software error occurs for a fixed time
interval during software testing phase. These theoretiwul software reliabiity models wre sometimes unsuitable for the
practical testing phase in which a software error al & certain testing stage occurs by causes of the imperfect debugging,
abnormal software correction, and so on. Such a certain software testing stage needs to be considered as an outlving
stage. And we can assume that the software reliability does not improve by means of nuisanee factor in this outlying

testing stage. In this paper, we discuss Bavesian sofltware reliabilicy growth modeling and estimation procedure in the
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areeonce of sy wmdenined cathvng seftware testmg stage by the modification of Jelhaskt Morandie Alse we dernve the

Prves onbindor< of the sofiware relabiling parmmcters by the assomption of prior information ander the scuared errar

1 b additiom, we evakuate the proposed soltware reliability: growth model with an unidentilied outhving stage

vexchngeable outhier model acesding 1o the values of nuisance parameter using the accuracy. hias. trend, noise

etric s e The guantitaiioe evalsation oritesia through the computer simulation.

1. Introduction

In the =oltware engmeerg field, the produciion
ol the highly rcliable software systems and theirs
performance evaluation have become important inter
cats, Especiallv the =oftware  rcliabilite estimation
and prediction are of quintessence during the soft-
ware development life cvele to increase the oppors
twity that software svstems will perform safisface
tomily.

Assuming that the perfect debugging of software
errens, the software reliability which 1s the proba
hility: thal no software error occurs for o fixed time
mierval increases durtng the software testing phase,
This phenomenon s known as software reliability
growth (131 19), 1131, 122-27], [37)). In spite of the
fact that Jelinski and Moranda model has  been
known as the best software reliability growth maodel
proposed i1 the Tterature over two decades. This
model hag some problems that all remaining  soft
ware errors contribute the same amount to the soft-
ware Jailure inlensity, and the maximum  likelihood
estimates of the software reliahility metrics are used
to be wunstable and sometimes unreasonable {(f11].
[121. 18], (175, [31D)

To solve these problems, many soltware relia-
hilitv engineers have used the Bavesian techniques
and proposed many Bavesian  software  reliabilicy
growlh models by the use of the observed software
fanlure time data and the various prior information of
the unknown software reliability parameters (4], [7],
8] (18, (191, 12810301 and so ond

Until now, Bavesian software rehability models
have mainly dealt with the reliability growth concept

throughout the perfect error debugging at each test-

g stage. But these models are sometimes unsul
tabic for the practical testing phase in which a certain
software error occurs by causes of the imperfeet
debugging, abnormal software correction, and so on
at cach testing stage. Such a software testing stage
is considered to bhe an outlving stage. And the
software reliabilitv does not improve in this outlying
lesting stage. Therefore, we discuss Bayesian soft
ware reliability growth modeling and estimation pro
cedurc in the presence of an wnidentified outlving
software testing stage by the modification of Jelingki
-Moranda model which has been well-known as the
simplest software reliability growth model.

In this paper, we first give the desecription of the
Bayesian software reliability growth model with an
unidentified outlying software testing stage i the
software testing stage. And we derive the Daves
estimators of the software reliability parameters by
the assumption of prior information under the squar
ed error loss function. In addition, we evaluate the
proposed software reliability growth model with an
unidentified outlying stage in an exchangeable—outlier
model. We compare estimates of accuracy, bias, trend,
noise metrics as the quantitative evaluation criteria
of the proposed software reliahility growth model
according to the values of nuisance parameter thro-

ugh the computer simulation.

2. Software Reliability Growth Modeling in Con-
sideration of an Outlying Testing stage

Jelinski-Moranda model has been well-known as
the software reliability growth model, which is the
simplest, and the basic model to be generalized, but



the model has some problems on the maximum like
lhood estimates of lhe software rehiability  para
meters, Many researchers have studied the Bavesian
formulations ol the Jelinskr Moranda model.

The Bavesian inference of this software rehahility
parameters N, the number of initial crrors, and &.
the failure intensity per an error, can he easily deri-
ved hy assigning prior distributions to them. The
parameters of the Jelinski-Moranda model are treat-
od as random vanables. For a given N and @, the
i-th interfailure time ¢#=x,—x,-; 1s independently
and exponentially distributed with parameters N and
@= ¢, that is the pdf of ¢; can be written as

At)= (N—i+Deexp{~(N=i+1)oi),

< {a)

and the prior information to N and ¢ can he assig

i=1,2,...m, -

ned. But this model 1s sometimes unsuitable for the
oractical testing phase in which a certain software
crrar oceonrs and the fallure rate does not decrease
hy causes of the imperfect debugging.  abnormal
software correction, and so o at 4 specific testing
stage. Hence, we shall introduce a4 software relia-
bility growth model in consideration of an umden
tified outlying testing stage in the testing phase,

For a given N, ¢ and the fixed value #y of nu-
isance papameter, if the J th testing stage is an

outlving testing stage. the pdf of #; is given by

5 17
At r)= (N—z’ﬂ)*;L exp(—{(N— iH)%)-
T AP A 0 1))

where A js the number of inital errors and ¢ i
the failure intensity per an error. And we will
assume the prior information for N and @ as

follows:

[AT] N is distributed as Peisson,
(A2} @ is distributed as Gamma, and
[A3] N and @ are independent,

3. Bayesian Estimation for Software Reliability
Parameters in an Exchangeable-Outlier Model
with an Unidentified Qutlying Testing Stage

Let Dy =1#. 4 ... 0y} be the observed suc
cessive interfailure times for the test is monitored
until the m-th software failure. H we consider that
j-th testing stage is an unidentified outlving testing
stage with probability 1/m in the software testing

phase. the joint density of can be written as

f(xl O xm) i glﬁxi | 70) H’E’}f(x,«)-

As the likelihood function for parameters is egui-
valent 1o the joint density for random variabes, the

likelthood function for N=k and @ = 4 given D,

is given by

LIN=k ¢ =0 |D,)

= J--—[ﬂ\(/rH-1)]¢’"exp(*¢!2(k“l+1”¢)

mry,
ﬁqexp(Afé(l'”J‘)kQL N ¢4
= dl

where /1 o fixed value of the nuisance parame
ter 7.
For the hicrarchical Bayesian approach, we con-

sider the following prior information.

Pl N and @ are independent,
[P2] N has « poisson distribution P(A), and
[P3} @ has a gamma distribution Glcd) with mean

cid,

By the Gibbs samplerl29], we consider the follo

wing generating directed graph.

(R)~—~DN\
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Thus the prior distributions are given by

g N=h) =‘A£.@%€,t4i, D0 k=1.2, ...

do" lexp(—dé)
e

gl ay=- , o d>0, #50.

And the joint posterior distribution of N=k and
©=AN=*k @=4¢ | D,) ¢ given sofvworc inter-

failure times set [, can he written as

LIN=K,0 = ¢ | D, )g(N=Rg,( )

i few‘l’(}v’: ko=¢ | D g (N=Fkg.(d)do

F=m -

I ¥ - < i P expidr g (—efh
i lnd fl%ﬂwﬁ"e\pwﬁzwﬂﬂ\( LZexpé o0 —hke )} XPLA A expiitd)
mr T o 3 & Re)

s . T e T e
TLC Tk 16" expimg th =i L, Fenpi-gi | - pie )" PN o exptde)
ST ome . ™ I

k* i)
where N=kb>m>0, 430, 0< 721, A>0 and ¢, d>0

The marginal posterior distribution of N=k is given
by

AN=Fk ‘ D;,,,)
= [TAN=F 0 =1 D, )ds

L R b X AR IR C R I R
- ]

DG e 1 5 S i Dt G = a0

............ )

And the marginal posterior distribution of @=¢
18 as follows.

AO=¢|N=k D)

_ fIN=k 0 =¢|D,
N J‘(N:k[l)lm

.1 - s T Omved) gt o= 1)
Hm+ ¢ Sk ”Ll)ff"'(h 11kt + d] ¢

=1

- Bexot - Htk—it o+ (2 D+ a,

By the Bayes rule, we can ohtain the Baves
estimators of N=k and @=4;

kB£=E[N= k { D;m]

= 2 HAN=kID,)

< — _a* PRt ORYS o ime
D=+ 01 Sk i e+ b~ et g

s’

56 { |
Ztlia-ie g & Bt ntronrsa o

............ (7)
and
¢F=FE 0 =¢|N=FD,]
— [ o0 =91 N= kD, )ay
— m+ ¢
g g;(k—z'ﬂLl)tﬂr(;%*l)ktﬁd]
............ (8)

Therefore the Baves estimator of the current soft-

ware reliability after the m-th software failure
occurs is given by

RP(t,)= ELR(t,) | D]

co

= 2 [ en(— st AN=k 0 =4, | D, )de

3

g 3 e P YR
S LE
S+ 01 B B G- e Do L -narg

where 0< »,<1, A»0 and ¢, d>0

4. Model performance evaluation by computer
puter simulation

In order to evalnate the proposed software relia
bility growth model which has an outlying testing



stage m terms of objectiveness and quantitativeness
according to the amount of nusance. we can use
four formally defined cquafion metricsiil], {64 171,
[10], [18), {201, 1211, and [33]). Thesc quantitative

metrics are accuracy, bias, trend, and noise repre-

senting the performance evaluation criteria of the soft-
ware reliability measurement  from  the proposed

maodel.

¢ Accuracy

Let Dy =1t b,,..,1,) be the observed succe:
ssive interfailure times. The objective is to use the
test data to predict the future unobserved inter-
fallure time 7T;. For such one-step-ahead predic-
tons of T,.y, ... T,.,. the prequential likelihood

as the accuracy metrics is given by

I
L, T4 F, (10)

where FAO=Pr(7<# and F(5 iz the estimate
of FU8.

Since this metrics 15 usually very close to zero,
we can take its dogarithmic value for performance
evaluation of the proposed model. Because the values
are always negative, the smaller the values are, the

more accurate the models are.

* Dias
By the Kolmogorov distance, we can define the
hias metrics as as following sequence of transfor-

mation based on {{, b, ..., 1k

.u,=F}(t,-), e e e e e e e e I

where u; would he reatization ol mnmdependent unmiform
random variables, and the smaller the absolute values

of u, are, the less bias the models oxhihits.

® Trend

Trend metrics can he written as

where x,= - In€/- &) is the sequence of translor
mation hased on the bias metrics w, A small means
that the model 1s more adaptable to change i the

hehavior of the software fatlure time data.

® Noize

By Braun statstics, we can define the noise me
ries as follows,

N~ 3

M~ M,
0 l (1)

where M, is the predicted median of 7, Small
vatues represent less noise in the predictive behavior

of the proposed modcl.

By the use of the above four evaluation criteria,
we  compare the mean values of the evaluation
mietrics on the proposed  software reliability  growth
model  with an outlving  testing  stage. We  have
carmied out the computer simulation according 1o the
values of the fixed nuisance parameter  »,=0.1(0.230.9,
LO hased on 10 random samples as follwing proce-

dures,

a—

o (Procedure 1) Set the numbers of testing  stages

and set the values of parameters.

® (Procedure 21 Generate random varates and ran-

dom samples,

o Jrocedure b Caleulate twe values of four evalua

ton metrics.

—

repeat 100 times from Procedure 2
ta Procedure 3.

e (Procedure 4

& {[’rocedure 5} Calculate the means of four evalua-

tion metrics.

And we can see that the software testing phase



has e an outlving westing stage when - 100 The

cvalustion re<ulis e <howsy in < Fig. 1o
| me}:’l_..,‘jk
a0t [ S
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01 03 0.5 07 09 1o ™

ta} The mean values of accuracy metries
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{b) The mean values of bias metrics
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(Fig. 1} The tendency to evaluated values of quantitative
metrics according 1o nuisance parameter =,

when A=2, ¢=3 d=4 m=10

5. Conclusion and remarks

In this paper., we have introduce a Baysian app
roach of software reliability growth modeling in the
case of an umdentified outlying testing stage in an
exchangeable-outlier model. This outlyving seftware
lesting stage is considered in which a certain soft
ware error occurs and the failure rate does not de-
crease by causes of the imperfect debugging, abnor-
mal software correction, and so on, at an unidentifi-
od software testing stage. Also we propose Bayes
estimators of the software reliability and related
parameters by use of the fixed value of the nuisan-
ce parameter with an unidentified outlying software
testing stage. We have only considered the fixed
value of nuisance parameter for an outlying software
testing stage because integral calculation was very
cumbersome. Also we evaluate the proposed Bave-
sian software reliability growth model with an uni
dentified outlying testing stage according to the nui-
sance values in terms of accuracy, bias, trend and
noise meirics as quantitative evaluation criteria thro-
ugh the computer simulation.

From (Fig. 1) which are summarized the evaluat
ed values of accuracy, bias, trend and noise metrics

according to »;, we can get the following results:

® The accuracy and bias metrics are very sen-
sitive on the values of nuisance parameter.
And as we can expect, the closer to 1.0 the
value of the nuisance parameter is, the better
the performance of the model is.

® The trend and noise metrics are very robust

on the values of nuisance parameter.

¢ The degree of outlying in testing stage can be

well-represented by the nuisance density.

Therefore we conclude that we can consider the
Bavesian software reliability growth model with an

unidentified outlving software testing stage. and we



can sclect the proper models by means of the values
of nuisance parameter. In addition, we can evaluate
software reliabifity in this case.

For the more efficient modeling of the seftware
reliability growth in the presence of an outlving
software testing stage, the following further study
might be carried out.

e Nuisance parameter for an outlying software

testing stage can be extended to be variable.

® The comparison of models can be performed
in the cases that an outlying testing stage 1s
excluded and an outlving testing stage is

included.
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