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Pitfalls in the Application of the COTE in a Linear
Regression Model with Seasonal Data
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Abstract

When the disturbances in the linear regression model are generated by a seasonal
autoregressive scheme the Cochrane Orcutt transformation estimator (COTE) is a well
known alternative to Generalized Least Squares estimator (GLSE). In this paper it is
analyzed in which situation the Ordinary Least Squares estimator (OLSE) is always
better than COTE for positive autocorrelation in terms of efficiency which is here
defined as the ratio of the total variances.

1. Introduction

For a linear regression model with first order autocorrelated disturbances, a variety of
estimators for regression coefficients have been proposed in the literature (Judge et. al (1985)).
One of most commonly used estimator for this situation is the Cochrane Orcutt transformation
estimator (COTE) as a well known alternative to GLSE due to its intuitive and
computational simplicity. However, several authors including Kadiyala (1968), Poirier (1978),
Maeshiro (1976, 1979, 1980), Park and Mitchell (1980), Doran (1981), Kraemer (1982), Puterman
(1988), Hoque (1989) and Stemann and Trenkler (1993) have studied the effect of omitting the
first transformed observation and they have pointed out that the efficiency of COTE can be
very adversely affected if the sample is relatively small. All these papers deal with the case
of strongly trended data.

In this paper we show that the OLSE is better than COTE for positive autocorrelation in
terms of efficiency which is here defined as the ratio of the total variances. In section 2, we
consider a regression model with seasonal data and define the efficiency. We derive the
efficiency function of OLSE relative to the COTE and investigate the propeties of efficiency
function in section 3.
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2. Model and Cochrane Orcutt Estimator

We consider the following linear regression model
yl = /31 + BZXZI + B‘*X."]t + o + BSXSI + th, t= 1121 Y Tl (21)

where X, -, X4 denote seasonal dummy-variables.

The model (2.1) can be wrilten in matrix notation as

y = XB + u 2.2)

where vy = (¥, ¥, -+, ¥7)" is a (T x 1) vector of observations on the dependent variables,

X = (X;,X, -, X,) isa (T x s) nonstochastic regressor in which

X' 1 00 0 0
x° 110 00
X =1. with X" = l 0 1 R 0 0 ’
100 « - 10
X 100 « - - 01
B = (B, Bz, B:) is a(sx1) vector of unknown regression coefficients to be estimated

and w = (uy,uy - ,ur) is a(Tx1) vector of disturbances. The disturbances are

assumed to follow the s-th order autoregressive process, AR(s)-processes, as
U= pu, + g, 2.3)

where s denotes the ‘'‘seasons’’ per year, |ol (1, E(g&) =0, Var(e) = > and
E(e,, &) =0 fors#¢t s,t=1,2,-, T. For observations of m years, T= ms. The
autocovariance E(u,, 2, ;) is zero unless j is an integer multiple of s, in which case
E(u,,u, ;) = a4 0”, where o is 0%/(1—0%). Thus we have the (T x T) covariance

matrix of the disturbances

Cov(u) = E(ur’') = AV, = & (V,®1,), 29

1 o P "

o Lo el
where Vi=| o o 1 o™
pm~1 pm—Z pm—3 1

where I; is the (s xs) identity matrix and @ denotes the Kronecker product. It can be

shown that the inverse of V. is
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Vv, = (W) (2.5)
1 —o 0 = 0 0
—o 1+’ —p = 0 0
with vyl = 1_1p2 0 e et 00
0 0 0 - 1+02 —p
{0 0 0 - -0 1

With this covariance matrix, COTE for 6 in model (2.2) can be obtained as (cf. Fomby et. al
(1984), pp. 208-209)

Bo = (X RRX) 'X R Ry, (2.6

-0 1 0 - = 0 0

. 0
where R = (R, ®I,), R, = A
0 0 0 - - 1 0

Note that (2.6) is an altenative to GLSE, in particular, is as good as FGLSE (feasible GLSE)
when the sample is large and p is unknown.

The covariance of COTE given in (2.6) is

Cov(Bo) = (X RRX) 'XRRV.RRX(X RRX)!
= (1-* X' RRX) ! @7

3. Efficiency of OLSE relative to COTE

In the following we are interested in the efficiency of OLSE relative to the COTE for b.
There are several approaches to define relative efficiency of OLSE to GLSE in Iwasaki (1988).
Since for any unbiased (vector-valued) estimator the mean square error (MSE) is equal to the
trace of its covariance matrix, we compare the MSE of both estimators using the following
definition by Kraemer (1980):

Definition: The relative efficiency function is defined by

tr[ Cov(B)]
tr{Cov (B.)]’

e(p,m):=

where Cov( B o) = d%(1—0?)(X'R'RX) ! and Cov(B) = (X' X) 'X V.X(XX) L.
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This efficiency clearly depends on the correlation coefficient p. Since both estimator are

unbiased, e(p,m) can also be expressed as

_MSE(B)_ (3.1)

eo,m) : = MSE( B

where MSE of an estimator for fis MSE(B) = E((B—B)(B—B)).

The following result establishes the efficiency function of OLSE relative to COTE:

Theorem 3.1: The efficiency function of COTE relative to OLSE is for model (2.1)

(m—D[m(1-p*)—20(0—p™] (32)

elo.m) = w2 (1~ o%)

Proof: First, we consider Cov(B) = A(X'X) ' X V. X(XX) .

s 1 11-193.1
110000

Since  (XX)=m|1 0 10000, _pF (33)
100 0120
100 000

1 -1 -1+ —-1-1
-1 2 1 - 1 1
-1 1 -1 1 2 1 1 .

so (XX) '= " sl : " Q. 34)
-1 1 1 2 1
-1 1 1 1 2

Further, after the some calculation we have
: (1-0) ' '

Therefore, we have by (3.3), (34) and (3.5)
Cov(B) = A(X'X) ' X V.X(XX) !

Alm(1— %) —20(1—p™]
m® (1 - p)*

Q. (3.6)
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———
co

Next, consider that Cov( B o) = %(1—p*)(X'R'RX) ! as given in- (2.7).

1-0 0 0 0 - 0 0
x I-el=p 0 0= 0 0
Since RX = |%"| win x?= 176 0 1700 0 0 |
x4 1-p 0 0 0 1-p 0
-0 0 0 0 - 0 1—0p
so (RX)(RX) = (m—1)(1-0)?F.
Therefore, we have
Cov(B,) = (1 — X1 - p)?(X'R'RX) !
(1 — o)
= . 7

The relative efficiency function (3.2) is immediately proved by substituting (3.6) and (3.7)
into (3.1).

From the efficiency function defined in (32), MSE’s of OLSE and COTE are same
regardless g for large sample since 'l’i_r_r‘}oe( o,m)=1 —1<p<1. We now turn to the

efficiency function e(p,m) whose behavior obviousely depends on o and m. The next
results provide the conditions that OLSE is better than COTE in the values of o and m.

Corollary 3.2: For the efficiency function e(p,m) given in (3.2),

(i) for nonnegative o, e(p,m) is a strictly decreasing function in p with

max g<,¢; e(o,m) = e(0,m) = i’;—l, for all m.

(ii) for any p,

if m> — -2 11_—pzm , then e(p,m) <1 is.

Proof: From (3.2), (i) and (ii) follow immediately by showing that the first derivative with
respective to p is negative and that e(p, m) <1 is equivalent to the condition (ii).

By Corollary, we can say that in a seasonal regression model with AR(s) type disturbance
as model (22), OLSE for B is always better than COTE and moreover, OLSE becomes

superior to COTE as o goes to 1 regardless m where e=0.
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