58

Speech Recognition using MSHMM based on Fuzzy Concept
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ABSTRACT

This paper proposes a MSHMM(Multi-Section Hidden Markov Modeb) recognition method based on Fuzzy Concept, as

4 method on the speech recognition of speaker-independent.

In this recognition method, training data are divided into several section and multi-observation sequences given proper

probabilities by fuzzy rule according 1o order of short distance from MSVQ codebook per each section are obfained.

Thereafter, the HMM per each section using this multi-observation sequences is generated, and in case of recogailion, a

word that has the most highest probability is selected as a recognized word.

In this paper, other experiments to compare with the results of these experiments are implemenled by the various conven-
tional recognition methods(DP, MSVQ, DMS, gercral HMM) under the same data.
Through results of all-round experiment, it is proved thatl the proposed MSHMM based on fuzzy concepl is superior (o

DP method, MSVQ method, DMS model and gencral HMM model in recognition rate and computational time, and does

nol decrease recoghition rale as 92.81% in spite of increment of speaker number.

I. Introduction

In the speech recognition of word unif, there arc DP
method”, VQ* ' or MSVQ® method and HMM™ & 9,
Generally DP method requires many memory for
templatcs and has compultational load. VQ or MSVQ
take advantages of less memory for templates but its per-
formance is not high.

Thercfore, HMM n belter recognition method than
them is selecled nowadays. But also in the case of general
HMM, many speaker's dala for training are necded, and
the other speakers’ speech(the speaker who did not par-
lictpate in training models) has nolably low recognition
rate. So in Lhis sludy, we will use multi-observation se-
quence brought in fuzzy concepl. With this, in order to
increase recognition rate and reduce computationul lime,
we will gel mutti-observation sequence by MSVQ codebeok,
and [rain the MSHMM parameters using multi-observation
scquence by multi-section. And in the recognitions, ihe
MSHMM model compared with probabilities of candi-
date words.

General HMM  selects the codeword with the most
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shortest distance belween a vector of VQ codebook and
veclor by a certain [rame of training data inlo VQ. On
the contrary, This model gel muti-observation sequence
per section by fuzzy concepl using distances among
veclors of MSVQ codebook and a frame veclor of training
dala. Therefore, Lhe symbol 1hat can’t have a probability
in lraining sets because 11 is not selected as the shortest
distance in case of general HMM, can gel proper prob-
ability, if such symbol belongs to multi-symbol by fuzzy
concepl, and because of them, we can he improved recog-
nition rale.

And, as MSVQ wihich include 1ime information against
VQ reduces compuiation time and increascs recognilion
rate, MSHMM against HMM reduces compulation time
and tncreases rccognition rate by dividing scetion.

In this sludy, we do cndpoint detection with ZCR and
cnergy, and use double feature vectors which use LPC
cepstrum as stalic (eaturc vector and regression coef-

ficient of LPC cepstrum as dynamic feature veclor.
II. Proposed Speech Recognition System

In case of general discrete HMM, it is regarded that
only a symbol is observed by each frame vector, but this
study applies fuzzy rule which can make multi-symbol

with appropriate weights for each (rame veclor. The symbol
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which was not jacluded in reccognition experiment can'l
be recognized because the symbol which did nol selected
in L IMM (raining can not have probabilily in lraiing
course, Therelore, selting up mulli-symbol can make (he
possibilily of recogmtion higher because it can have prob-
ablity that belongs to some symbols that will observe in
the same vector.

Moreover, in recognition by generalt HMM, VQ codebook
is pencrated firsl, and observation sequence makes based
on this codebouk. So il has low iecogmtion ride becanse
it docs not include information aboul varation of tme.
In this study, lo overcome thts we 1rain MSHMM
paramelers after dividing training dala inlo some sections
and abtaining mudti-obscrvalion scquence from MSVQ
codebook, and also recognize afler dividing inpul dala
into some scctions in recogrition,

Therefore, this model is called MSHMM, and when
rocognition is done by MSHMM, recognition time becomes

lfaster and recognition rate becomes higher.

1. Basic Theory

In the model proposed. we make (o change speech sig-
oal into multi-observation sequences lhrovgh the courses
of pre-processing, feature extraction, data compression
and so on. After finishing these analysis, this study makes
MSVQ codebook, and then we optimize MSHMM
parameters  wsing  fwzzy  concept and mulii-

seclion concept and recognize as the same method.

1.1 MSVQ Theary

According Lo Burton's® speech recognition which uses
MSVQ codceboak, we can know thal recognilion rale and
recognilion time can be higher and shorter than the cthod
which uvses VQ because of application of time wfor-
mation. For applying tGme reduclion and time infor-
mation to HMM model, this study carry ouwt recogaition
experiment by MSHMM model using MSVQ codebook.

MSVQ codebook about training data shares those inlo
some scctions, and then VQ codebook of cach section is
made by using clustering algorithm. That is, 2 MSVQ
codchook are made by dividing fraining data inlo 2
sections, and the codebook of each section is composed
of 128 codeword, and the number of tlotal codewords s
256. And, 4 MSVQ codebook are made by dividing train-
ing data intlo 4 seclions, and the codcbook of cach section
is composed of 64 codeword, and the number of total

codewords is 256.

1.2 Multi-symbol using fuzzy
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In the same words, lheir speeches are not of the same
waves because ol the difference of individual’s utterence.
Even same person's same words ditler according to vari-
ation of time. This makes specch recognition more diffi-
cult.

tn this paper, we will overcome these problems using
fuzzy concept and multisection concepls. That is to say,
the method 10 get the observation sequence in gencral
HMM chooses one symbol of the shortest distance
between the vector of cach frame and codewords of V()
codebook. By the way, in Lhis study, we suggest the way
thatl chooses several symbols of stmilar characteristics per
vector of each (rame.

fuzzy rule which is used in computing mulli-observation

sequence 1s such as

I8 N

s
' n-t

)

w, = —

Where, s means the order when it is marked by the or-
der of small distance values between veclors of a frame
and cach codeword of codebook, and S means (he num-
ber of multi-symbol which will be selected out of veclor

of cach frame. And w, is the weight of s™

symbol.

This study experiments on S, varying il from 2 to R.
According to Lhe experiment, it is proved that selection of
so many number of symbols is mcamngless. we get the
best recognition rale in case of 6, so fuzzy concept used

in this sludy is adopted S = 6.

2. Speech recognition by proposed method
2.1 HMM Principle using fuzzy concept
The mode] nolation used in MSHMM which applics

fuzzy concept by two features vector is the same as below

N = number of states in the model

M = number of observalion symbols

T=length of the multi-observation sequence

S = number of symbols observed of each vector

Q=14 Q».---.qn i slales

Vitvy, Voo, ¥t discrete set of possible symbol
observations

A={ayh a,=Prig, at t +1]q, at t), state transition prob-
ability distribution

When k™ vector has multi-symbol set { vy, via,.. Vie
- Vs | under q, state, il the weight sel at that time is {w,,

W2, oy Wiy, o0 Wish, then
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S

Eow (k)= (2)
s- 1
So probability that k' vector selects multi-symbol v, ={v,}

under q; state is

b
B=1{b,k}, bik)=L w,(k)b, k) 3)

s )
(<;<NL{I<k<M) (1 <s<8)

n=1{m} n,=pr(g at {=1), initial state distribution

0=0,, 0,,...,0,...,Or, obscrvation symbol
O,= {0 Op,..., Ois!, composition of multi-symbol of t*
vector.

According to results of reference (8), we apply for
doubly fcature vector in this study. That is, symbol of
static feature vector at time t, Ot' is not correlation with

symbol of dynamic fealure vector, OcP, as follows

b, (0} = Pr(O,[8)
=bs' (0.2 (O:P) (4)

b:'(0'} is the probabilily of symbol by static vector in
state S.

bs>{O)} is the probability of syrmbol by dynamic vector
in state S.

Therefore,

b s
2. wl0)b(0) =3 w,(0;)b;' (Ob,") b, P (O (5
=1 s=1

In using doubty feature vector, cach weight w is
computed when multi-symbol is obtained by cach vector.
If we call weight by static feature vcctor wi’(k,') and
weight by dynamic feature vector w;P(k;?), fuzzy concept
is adopted with 5 techoiques.

Dw, (k)= ws' (k) (6)
Dw (k)= w,' (kD rw: P (kD) Y]
@w, (k) =w" (k") +w."(k;®} (%)
@w, (k)= w' (k") V w, P (k) 9)
Gw k)= w' (k") A w. P (k:P) {Iv)]

This models can be marked A={A, B, x) and when it is
adopled practically we can consider it by sharing 1o

algorithms for making model and for recognizing.

2.1.1 Model generation
When we wish to calculate the probability of the obser-
vation sequence O, given the model A in front of

recstimation for HMM parameters, forward-backward
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procedurc is used as a efficienl one. First, we can com-

sider the forward variable, «, (i), defined as:

a,(i} = Pr(0y, O5....,0, iy = q,I1A)
{0,210y, Oy,.... O

this is the probability of partial multi-observation se-

quence and q, al time t, given the model A. We can solve

for o, (i) inductively, as follows.
step |. Initialization

b
0!|(i)57lib.(0|)=£ , ws(ols)bu(ols) (“)

.y

E51<N

step 2.0ort=1,2,...T—-1L1<ig<N

N 5
a1 () =';| a(i)a, g:l w(Og 410055 (O 419 {12)
Step 3. then,

N
POIN=L ar@ (13)

In a similar manner we can consider a backward vari-
able, f, (1), defined as:

ﬁ| (|) = Pr(0| +|,0| I TOPI 01'..!, 0‘['“[ = Qs l)
0,={0,, 012»----0l5})

we can solve for (i) inductively, as follows:

step 1. Initialization

Bri)=1,1<i<N (14)
step 2. fort=T—1, T—2,..,1,1<i<N

N S

ﬁl(i):iglsgl 8 W (O 40 bjs (O +nd B +1 () {15)

Where, a problem is lo adjust the model paramcters A,
B and n to maximize thc probability of the mulii-
ohscrvation sequence given the model. Therefore an iterative
procedure, such as the Baum-Welch method for optimization
musl be used.

Using the formulas (16), {17), and (18), we can use the
Bavm-Welch method to reestimate value of the HMM

parameters using fuzzy concept.

=706, 1<i<N (16
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T-1 s
- ; a (i} a, ws(O(l ) hjs(O{l an b o)
P N (1
07 AL
L=
T
= CROFANH
- LD v
b,(k)-_—"_;_"_—_'"‘ (18)

.2‘. AU

2.1.2 Recognition Algorithm

Algorithms used in recognition is not only forward-
backward algorithm but also Vitervi algorithm™. Forward
algorithm according to result of reference (11) is used as

recogmition algorithm of this paper.

2.2. Structure of this recognition system

Generally, HMM gels observation sequence with VQ
codebook, but MSHMM using fuzzy concepl gels mulbti-
observation sequence with MSVQ codebook, divides inlo
seclions of fraining data as many as sections of MSVQ,
and trains HMM per cach section. Figure 1 shows flowchart

ivision into M sections
of training data

for it.

VQ per section

R

{ MSVQ codebook '

1

L Initialization of parameters
|
t

E—

‘ forward algorithm per section

1

‘ backward algorithm per section l

|

l reestimation algorithm per section ]

L mode! generation per section

No

model of Mth section

model generation per word

Fig. 1. The method of madel generation
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Division into M sections
of test data

|

b/() per section}-~~~<{ MSVQ codebook ]

|
t

application of forward algorithm

and computation of probability

of compared word per section

recog. of Mth section

Lreduction of candidateil

lilection of recognized word’

Fig. 2. The recognition mclhod of this model

Also in recognition, afler the sections of tesl data is
divided wmto as those of (raining set, il is recognized on
the basis of 1. Because the probability can be computed
per each section, the recognition expenmeni can be
accomplished al the faster speod by decreasing candidates.
the flowchart of it is shown in figure 2.

This study uses left-1o-right model that allow only

single transitions.
. Evaluation experiments and results

In speech recognition of malc speaker-independent, we
chose out Korean 146 DDD arca names as Lhe recog-
nition vocabulary, modcl is made by words spoken lwo
bmes by lve men and we recognize with training data
spoken two limes by live men, And, in case of the other

melheds, we use the same data for comparison.

1. Construction for recaognition system
Fig. 3 represents (he specch recognition system accord-

ing to proposed model, and we use samphng frequency as

Input |3.5 KHz 12 Bit Endpoint LPC cepstrum

] b
LPF A/D Detection Coefficient
mode 1 | mode ¢
J ; ]

generate Compute Decision|Recognized
Model Distance ‘rule word

mode 1 ¢ training set
wode 2 test set

Fig. 3 Block diagram of sysiem
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8KHz, LPF as 3.5KHz. and fleature parameter as 10"

LPC cepstrum coelficient.

2. Result by other classical Recognition Method

In this expenment, in the case of DP pattern mautching,
clustcring algorithm is used for the method selecting ref-
erence pattern, and the method" of Sakoe and Shiba is
used for gloval and local path constrainl. In the case of
speech recognition by MSVQ" ¥, the number of section
per words is experimented in 8, and the codebook size for
cach section is 4 and codeword of the lotal 32 is sclected.
Resuit for those is shown in table 1.

Table 1. Recognilion rates by classical method

(unit : %)
method

speaker DP method MSV{(Q method

. speaker A b 81.85 7534
sp;akcr B 79.45 i 72.60- o

"~ spaaker C sist 7o

“;;;eakcr D . 80.82 79.4:; o
speaker E Cwas | ner
Total - 80.62 -7563-

3. Result by general HMM Recognition Mothod

In gencral HMM, one method that LPC cepstrum
coeflicients is used as static fcature parameters and lhe
other method® ' that LPC cepstrum coefficicnts and re-
gression coefficients of its are used as double feature vec-
lor is experimented with. In this, 256 codewords are given
for each feature vectors and number of state is 8. Result

for those is shown in table 2.

Table 2. Recognition rate of general HMM

(unil: %)
fealure veclor| HMM using static | HMM using doubly
speaker feature vector leature vector
speaker A §5.96 89.38" -
speaker B 80.82 84.5‘};. o
spcal.ccn; C - ._FSS.‘)O T y_;;?_ o
speaker D - 82.88 85.6i o
speaker E £1.51 84.93 .
Total 83.01 T ” g; ]
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4. Resuit by the supposed Recognition System

First, the experiment is donc by multi-observation se-
quence using fuzzy concept. On the basis of this,
MSHMM by concepd of multiscclion is experimented.
This is cxperimented in two cases. The first method
experiments in state 8 and the codcbook size 256 by only
LPC ccpstrum coefficient. After surveying Lhe result of
the first experiment, using LPC cepstrum cocfficients as
static feature veclor and regression coeflicients of i1s as
dynamic {cature vector, the second mcthod experiments
in stale 4 and the codebook size 256.

4.1 The case of using only static feature vector

4.1.1 Experiment result using fuzzy concept

Multi-symbol is oblained by expression (1). Number of
mulli-symbel S is lrom 2 (0 8. The casc of modeling and
recognilion by mulli-symbol, and the other case of
modeling by multi-symbal and recognition by only single
symbol are shown in lable 3. [n (hese ¢experiments, Lhe
case of recognilion by only single symbol 1s beller than
the other. number of symbol 6 shows the besl recognition

rate.

Table 3. Result of HMM using Tuzzy rule.
(unit: %)

number of symbol
2 3 4 5 6 7 H
speaker
mulli-symbol 87.05|88.49 |&R.84[89.25|89.59189.32 (8904
single symbol §5.00 (87.60 |88.36 [89.38(90.14|89.52(88.77

4.1.2 Experiment result by MSHMM using {uzzy
concept

In HMM recognition using fuzzy concept, the besl rec-
ognition rate is shown when number of multi-symbol is 0.
Therefore, this laclor arc used in MSHMM. This cxper-
iment is dong in section 2 and 4. When the seclion is 2,
number of symbol of cach section is [28. When Lhe sce-
tion is 4, number of symbol ol cach scction is 64, In the
casc of 2 section, after the first section is recognized, 20
candidales of 146 words are selecled, and a word of those
is recognized in the second scction. In the case of 4 sec-
tion, after the Mirst section is recognized, 50 candidales of
146 words are selected, in the second seclion, 20
candidates, in the third section, only 5 candidates. Thercfore,
recognition time can he reduced. The recogmtion rale
according to number of section is shown in the table 4.

The recopnition rate of MSHMM using fuzzy concepl,

when number of scction is 2, number of multi-symbol is
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Table 4. Result of MSHMM by number of section
{unil - %)

number of seclion
speaker ' 2 4

speaker A Coast | 949 | 9o

speakes B 0L | 8904 | 5493

speaker C | 893 | wal | 803

speaker [) o 90,07 91.44 - “é{.‘)_(]tl

speaker £ “ 9041 9212 . ?.48..?0 ”
lotal 90.I4 1 91.30 8864

6, is the best in recognition hy only static feature vector.

4.2 The case using doubly feature vector
4.2.1 Result by HMM experiment using fuzzy
concepl

Recognition experiments selected only static feature
vector are shown best recognition rate, when nymber of
multi-symbol 1s 6. Thercfare, we apply this factor in the
casc of experiments using doubly feature vector. Expression
(6). (7). (R). (9) and (10} is applicd in HMM. The resull
of this experiment 1s shown in the table S,

Table 5. Resulis of HMM’s by 5 methods
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Table 6. Resull of MSHMM by number of scclion
{unit : %)

number of seclion , 5 '
speaker
o spcukcr. A_ - 9418 N __-‘-)_,{.21 92.47
 speaker B Cwes | st | w0
. spc:lke-r ( ___9547 ;J_I_S__ 89.73
_-.____;;;;:z-lkcr D" T 91.79 B 92.45 89.33.
speaker E Torar | 928 | ws
N 1otal o 92.33. ‘);l . 89.93

5. All-round experiment result

This study compares method by MSHMM model using
fuzzy concepl. In lhis compansion, memorys, computa-
tional times and recognition rates is shown in lable 7.
Rabiner's expression' is used in compulalion lor these.

In this, average frame number is 4.

Table 7. All-ronnd cxperimental resull

technique } . . .

speaker (D @ & a .
spezker A 92.81 94.'I'8'” 9315 | 9281 9281
spcakc;TI 90.75 | 90.75 | %075 ‘)0-7'5 1 90,75
' sp;:dkcr < %2.47 2.47 92.RI'I " 9247 0247
speak;"T—)- - 91.44 9!..;!.;)"._—9} 10 91.44 é] I;I
spcaker E 91,10 92.47' -- mi.)l..?') 91.79 92,32
o .l.(.llal ;l.'il 92.33 ‘11.9:7.' . S1.85 | 91.85

4.2.2 Resuit from MSHMM experiment using
fuzzy concept

In HMM recognition using fuzzy concepl, the besl rec-
ognition rale is shown when expression (7) is applied.
Therelore, this expression is used in MSHMM.

This experiment is the same as the case of MSHMM
using only static [eature vector. The experiment result by
this syslem is shown in the table 6.

In this experiment, when sumber of section is 2, num-
is 6, the recognttion
MSHMM using fuzzy concepl, is the best.

ber of  multi-symbol rate of

cliss ) .
. P : &
method method computalion  [rale(%)}
DP 64,240 | 1,284,800 mulliply { 80.62
MSVQ S1.392 | S15.088 maliply | 75.68
HMM by singl . 206,080 multiply
M by single veclor 3L 168 91,440 log X300
HMM by dou w6976 | o0 muliply | g
y doubly veclor 306,976 26,720 Tog »
HMM of Tuzzy concept 206,080 multiply
31,168 90.14
by single vector 9,440 log
MSHMM of fuzzy concepl 106.240 multiply
. YELIAR 91.30
by single vector 49,920 log
HMM of fuzzy concepl 272000 multiply
06976 2R )
of doubly veclor 46,720 log
MSHMM of fuzzy concepl 137,600 muluply
306976 © 9281
of doubly veclor : J 24,960 log

V. Conclusions

In speech recognition using HMM model, it is imporl-
ant 1o learn parameters of model. This study proposes
MSHMM maodel using MSVQ codebook and fuzzy, and
isolaled word recognition experiment of speaker-indepen-
dent is accomplished by his madel. Besides the speech
recognilion experiments by the proposed model. for com-
parison with il, we perform the experiments by DP,
MSVQ and general HMM under same condition and

data.
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In the case of recognttion by DP patlern malching
method, storage is too large, and time is too fong. In
MSVQ, storage 1s small, bat recognition rale is low. In
the case of HMM, 1l lakes 1oo long time lo make a
madel, it demands many dala, and when it is used for
speech recognilion ol speaker-independent, 3l demands
many training data af many speakers.

In this system, we can be reduced error rate by
MSHMM using {uzzy concept, and can be much shorler
recognelion time and can much higher recognition rale by
reduction ol candidales because model is learned and
recognized in cach scction.

In the proposed method, computalional hime and ree-
ognitien rale of MSHMM that the siate number s 4 and
[.PC cepstrum coclficient and regression coeflicient are
used as [ealure vectors are better Than those of MSHMM
thal the stale number ts 8 and LPC cepstrum cocfficient
1$ uscd as leature parameter,

On the whole, il ts proved (hat MSHMM model using
MSVQ codebook and fuzzy concept proposed i this
paper is supenor 10 DP mcthod, MSVQ and gencral
HMM model.
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